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In 1992 Steven White introduced DMRG

Example: ground energy of  S=1 anti-ferromagnetic Heisenberg chain:

Monte-Carlo              DMRG ('92)           DMRG ('93)

-1.401 5(5)                   -1.401 484(2)            -1.401 484 038 971(4)

DMRG = Density Matrix Renormalization Group 

A variational algorithm to approximate the ground state of spin chains

using a 1D tensor-network ansatz (MPS)
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Fast-forward  23 years...

Why are 2D T.N. methods not as successful as 1D T.N. methods?

Can they be improved?
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Matrix Product State (MPS)

Projected Entangled Pairs (PEPS)

...

rank-n tensor

Advantages
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Contracting a tensor-network

Can we approximate         

using only a local patch of

the T.N., assuming that 

a ground state of a known 

local Hamiltonian     ? 
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Expectaion value from a local patch

...

...

Main Problem

Internal statesExternal states
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The basic algorithm
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The basic algorithm

...

...

Define:

Then:

Therefore: 

and

The basic method:

Lemma

Can we do better?
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Commutator Gauge Optimization (CGO)

Main idea:

Construction:

Algorithm:

This can be easily written as an SDP problem
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The dual problem:
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The dual problem:

The dual problem

find ,

subject to:

CGO works only for frustrated systems (for F.F.,                       trivially)

When there's an area-law, no. of variables =                       while no. of 

equations =                       -  CGO gives non-trivial results.
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Numerical Results

We tested CGO and the basic method for several 1D chains

Example:  XY model with random magnetic field (spectral gap=0.06)
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Summary

Efficient contraction of a 2D tensor-network is the main obstacle 

for good 2D tensor-based algorithms.

If we assume that the T.N. is a good approximation to the ground state

then local patches can be used to approximate a local expectation value

Non-trivial local constraints for global eigenstates of H:

Can we turn it into a practical algorithm?

Can it be used as a criteria to test the proximity of the T.N. to the 

true ground state (other than just the energy)

Can it be used to prove rigorous results about the complexity of the 

LH problem?

Can it be used elsewhere: MC simulations, MBL,  ...
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Thank you !


