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Abstract. We investigate the biggest possible gaps between quantum and classical algorithms in the query model of computation (which encompasses most of the known quantum algorithms). We consider two settings: computing partial functions and computing total functions.

For partial functions, we exhibit a property-testing problem called Forrelation, where one needs to decide whether one Boolean function is highly correlated with the Fourier transform of a second function. We show that this problem can be solved using 1 quantum query but any randomized algorithm needs $\Omega(\sqrt{N}/\log N)$ queries (improving an $\Omega(N^{1/4})$ lower bound of Aaronson). We also show that this separation is close to being optimal: any 1-query quantum algorithm can be simulated by a randomized algorithm that makes $\Omega(\sqrt{N})$ queries and any $t$-query quantum algorithm whatsoever can be simulated by an $\Omega(N^{1-1/2t})$-query randomized algorithm. We conjecture that a natural generalization of Forrelation achieves the optimal $t$ versus $\Omega(N^{1-1/2t})$ separation for all $t$.

For total functions, much smaller gaps between different models of computation are achievable (due to the fact that the algorithm must output a decisive answer on every input). Before our work, the biggest known gap for total functions was the quadratic gap achieved by Grover’s search algorithm. We improve on this, showing a function that can be computed by a quantum algorithm making $m$ queries but requires $\Omega(m^2/\log^2 m)$ queries for deterministic algorithms. We also substantially improve the biggest known advantage for exact quantum algorithms (algorithms that always output the correct answer), to a nearly-quadratic ($m$ queries for an exact quantum algorithms vs. $\Omega(m^2/\log^m)$ queries for classical algorithms) and solve two longstanding open questions about relations between classical models of computation: - we show a function that can be computed by a randomized algorithm with $m$ queries but requires $\Omega(m^2/\log^2 m)$ queries deterministically, improving over a result by Snir from 1986; - we show the first example of a function for which randomized algorithms that are allowed to make a mistake with a small probability are better than zero-error randomized algorithms.

Higher-Efficiency Quantum Algorithms for Simulation of Chemistry

Ryan Babbush1 * Dominic W. Berry2 † Ian D. Kivlichan3 Annie Y. Wei3
Dean Southwood2 Peter J. Love4 Alán Aspuru-Guzik3

1 Quantum A. I. Lab, Google, Venice CA 90291, USA
2 Department of Physics and Astronomy, Macquarie University, Sydney, NSW 2109, Australia
3 Department of Chemistry and Chemical Biology, Harvard University, Cambridge, MA 02138, USA
4 Department of Physics and Astronomy, Tufts University, Medford, MA 02155, USA

Abstract. We introduce novel algorithms for the quantum simulation of molecular systems which are asymptotically more efficient than those based on the Lie-Trotter-Suzuki decomposition. Our results build upon recently developed techniques for simulating Hamiltonian evolution using a Taylor series. The key difficulty in applying algorithms for general sparse Hamiltonian simulation to quantum chemistry is that a query, corresponding to computation of an entry of the Hamiltonian, is difficult to compute. This means that the gate complexity would be much higher than quantified by the query complexity. We solve this problem with a novel quantum algorithm for on-the-fly computation of integrals that is exponentially faster than classical sampling. We apply this technique in two different representations. First, we use the second quantized molecular Hamiltonian, which can be decomposed into local Hamiltonians. Second, we use the Configuration Interaction representation of the molecular Hamiltonian, which we decompose into 1-sparse matrices using a novel decomposition that leads to improved scaling. Our second approach yields gate complexity scaling as $\eta^2 N^3$, where $N$ is the number of spin orbitals and $\eta$ is the number of electrons. This is a dramatic improvement over the best previous approach which formally scaled as $N^8$.
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As small, fault-tolerant quantum computers come increasingly close to viability there has been substantial renewed interest in quantum simulating chemistry [1–3] due to low qubit requirements and industrial importance [4–15]. Using arbitrarily high-order Lie-Trotter-Suzuki formulas, the tightest known bound on the gate count of any quantum simulation of chemistry is $\tilde{O}(N^{8}\eta^2/\epsilon o^{(1)})$ [16, 17], where $\epsilon$ is the precision and $N$ is the number of spin-orbitals. However, using significantly more practical Lie-Trotter decompositions, the best known gate complexity is $O(N^3\sqrt{d/\epsilon})$ [7]. With typical numbers of orbitals, such scaling becomes prohibitively costly [6].

The scaling using Lie-Trotter-Suzuki formulas originates because the scaling of that approach is not optimal in the sparseness $d$ of the Hamiltonian. Lie-Trotter-Suzuki formulas have scaling at least as $d^2$, whereas more advanced approaches to the sparse Hamiltonian simulation problem yield scaling that is close to linear in $d$ [18–21]. Note that these are the scalings if a decomposition of the Hamiltonian into a sum is known, as is the case for quantum chemistry. The difficulty with the more advanced approaches is that they quantify the complexity in terms of an oracle, corresponding to calculation of matrix entries of the Hamiltonian. For quantum chemistry, the matrix entries of the Hamiltonian must be calculated by evaluation of a integral, which is computationally intensive. As a result, those approaches would yield substantially higher cost in terms of gate counts.

We build upon the simulation technique introduced in [20] which is based on implementing a truncated Taylor series. In order to evaluate the integral, we discretize it on a grid. Then our quantum algorithm is able to evaluate this integral with only logarithmic cost in the number of grid points. This speedup is possible, because the integral is only used for the weighting of terms in the Hamiltonian evolution, and the algorithm does not need to output an explicit value of the integral. Our algorithms also need to use a database of the orbitals, with complexity $\tilde{O}(N)$.

We first use the second quantized molecular Hamiltonian, where the spin-orbital system is encoded on $N$ qubits, which yields complexity $\tilde{O}(N^{5}\eta t)$. Our best result uses the Configuration Interaction representation of the Hamiltonian, where the sparseness is $d = \tilde{O}(\eta^2 N^2)$, together with a novel decomposition of the Hamiltonian into only $O(d)$ 1-sparse Hamiltonians (whereas general decomposition techniques require at least $d^2$). This enables us to obtain complexity scaling as $\tilde{O}(\eta^2 N^3 t)$, which is a significant improvement in $N$. Moreover, the scaling is logarithmic in $\epsilon$. It has been shown that for real molecules, the scaling of the original Trotterized quantum chemistry algorithm can be significantly improved [6–10]. Similarly, for real molecules, the complexity of our algorithm is likely to be further improved; this is a question for future work.

In summary, we have provided practical quantum algorithms to solve an industrially important problem (quantum chemistry) with the lowest asymptotic complexity in the literature. Our improved scalings should allow for the quantum simulation of molecular systems much larger than would be possible using Trotter-based methods.

Method

Our technique builds upon the simulation procedure described in [20], which we first summarize. Given a Hamiltonian that is a weighted sum of unitaries, the
truncated Taylor series of the propagator can also be expressed as a weighted sum of unitary operators. To implement this sum, an ancilla register is prepared in a superposition state with amplitudes proportional to the square roots of the coefficients of terms in the Taylor series sum. This task is performed using an operator referred to as $B$. Next, an operator is applied to the system which coherently executes a single term in the Taylor series sum that is selected according to the ancilla register. This task is performed using an operator referred to as select($H$). By applying $B$ select($H$) $B$, one probabilistically simulates evolution under the propagator. The algorithm is made deterministic using oblivious amplitude amplification [19]. This procedure is implemented on many time segments to obtain the complete evolution.

In second quantization one can expand the molecular electronic structure Hamiltonian as a sum of unitaries via

$$H = \sum_{ij} h_{ij} a_i^\dagger a_j + \frac{1}{2} \sum_{ijkl} h_{ijkl} a_i^\dagger a_j^\dagger a_k a_l = \sum_{\gamma=1}^\Gamma W_\gamma H_\gamma, \quad (1)$$

where the operators $a_i^\dagger$ and $a_j$ obey the fermionic anti-commutation relations and the scalar coefficients $W_\gamma$ are given as spatial integrals with no closed-form analytical solution. The state is represented on the quantum computer using $N$ qubits to indicate the occupation of each of the orbitals. Using the Jordan-Wigner transformation [22, 23], the fermionic operators can be written as sums of unitary operators $H_\gamma$, which are just tensor products of Pauli operators. The number of these operators is $\Gamma = O(N^4)$.

One might construct the operator $B$ by precomputing the $W_\gamma$ and using a database to prepare the ancilla superposition state. However, accessing this data would have time complexity of at least $\Omega(\Gamma)$. The number of segments is also $\Omega(\Gamma)$, so that approach would yield complexity no better than $N^8$, not improving over Lie-Trotter formulas. Instead, we exploit the fact that the $W_\gamma$ are defined by integrals. We approximate these integrals as finite Riemann sums so that

$$W_\gamma = \int_Z w_\gamma (\vec{z}) \, d\vec{z} \approx \frac{V}{\mu} \sum_{\rho=1}^\mu w_\gamma (\vec{z}_\rho), \quad (2)$$

where $\vec{z}_\rho$ is a point in the integration domain at grid point $\rho$. Equation (2) represents a discretization of the integrals defining the $W_\gamma$ using $\mu$ grid points where the domain of the integral, denoted as $Z$, has been truncated to have total volume $V$. This truncation is possible because the functions $w_\gamma (\vec{z})$ can be chosen to decay exponentially for molecules studied in chemistry. Our algorithm is effectively able to compute this integral with complexity logarithmic in the number of grid points.

If we were to use the decomposition of the Hamiltonian directly with this integral, then the complexity would not be improved because of the difficulty of preparing a state with amplitudes $\sqrt{w_\gamma (\vec{z}_\rho)}$. Instead we further decompose each $w_\gamma (\vec{z}_\rho)$ into a sum of terms which differ only by a sign. The decomposition is of the form

$$w_\gamma (\vec{z}) \approx \zeta \sum_{m=1}^M w_{\gamma,m} (\vec{z}), \quad w_{\gamma,m} (\vec{z}) \in \{-1, +1\}. \quad (3)$$

Using this decomposition, we can express the Hamiltonian as a sum of unitaries weighted by identical amplitudes which differ only by an easily computed sign,

$$H = \zeta \sum_{\gamma=1}^\Gamma \sum_{m=1}^M \sum_{\rho=1}^\mu w_{\gamma,m} (\vec{z}_\rho) H_\gamma. \quad (4)$$

The number of terms in the sum has been greatly increased, but the complexity is only logarithmic in the number of terms in the sum. This representation enables us to implement $B$ by making a single query to the integrand. For quantum chemistry the cost of sampling the integrand is $O(N)$, which is needed to access a database of orbitals, which are chosen in advance classically. The number of time segments required for the simulation is $O(N^4 t)$, resulting in an overall complexity for the simulation of $O(N^5 t)$.

Our second algorithm uses the Configuration Interaction representation of the Hamiltonian (known as the CI matrix). The CI matrix uses a compressed basis, where the numbers of the occupied orbitals are stored, rather than the using qubits for all the orbitals. This reduces the number of qubits needed to store the state to $O(\eta \log N)$, where $\eta$ is the number of electrons. Though the CI matrix cannot be expressed as a sum of polynomially many local Hamiltonians, a paper by Toloui and Love [24] demonstrated that the CI matrix can be decomposed as a sum of $O(N^4)$ 1-sparse Hermitian operators.

If we were to just use the decomposition technique of Toloui and Love we would obtain the same scaling as in our first algorithm. Instead we introduce a decomposition into $O(\eta^2 N^2)$ 1-sparse Hermitian operators. This technique is based on taking the $i$'th occupied orbital in the list, and exciting it by $p$, and the $j$'th occupied orbital and exciting it by $q$. Since $i$ and $j$ are at most $\eta$, and $p$ and $q$ can each take $O(N)$ different values, the total number of alternatives is $O(\eta^2 N^2)$.

Given $i$, $j$, $p$, and $q$, one can connect a list of occupied orbitals $\alpha$ to a list of occupied orbitals $\beta$. The subtlety is that we also need to be able to obtain $\alpha$ from $\beta$, and the simple scheme would be ambiguous. To resolve the ambiguity, we first choose whether $i$ and $j$ are taken as indexing the occupied orbitals in $\alpha$ or $\beta$ according the separation of the occupied orbitals, in such a way as to minimize the ambiguity. Then we use two additional bits $b_1, b_2$ to resolve the remaining ambiguity.

Using techniques introduced in [19], we further decompose the $1$-sparse operators into unitary operators which are also self-inverse. In this representation, the Hamiltonian itself, rather than the coefficients of terms, is an integral over a Hermitian matrix-valued function. Accordingly, we can use the same strategy for computing integrals on-the-fly in order to compute matrix elements of the Hamiltonian. Due to the improved decomposition, the complexity is improved to $O(\eta^2 N^3 t)$. 
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Mermin [8] implicitly considers a non-local game that is sometimes called the magic square game (see also [11, 9, 1, 4]). This game is based around a system of linear equations over $\mathbb{Z}_2$ with nine variables and six equations. Generalizing the magic square game, Cleve and Mittal [3] investigate a class of games based on binary linear systems of the form $Mx = b$, where $M \in \mathbb{Z}_2^{m \times n}$ and $b \in \mathbb{Z}_2^m$. The non-local game associated with a binary linear system is:

**Definition 1** Let $Mx = b$ be a binary linear system, so $M \in \mathbb{Z}_2^{m \times n}$ and $b \in \mathbb{Z}_2^m$. In the associated linear system game, Alice receives as input $s \in \{1, \ldots, m\}$, and Bob receives $t \in \{1, \ldots, n\}$, where $M_{s,t} = 1$. Alice outputs an assignment to the variables in equation $s$, and Bob outputs a bit. Alice and Bob win if Alice’s assignment satisfies equation $s$, and Alice’s assignment to variable $x_i$ is the same as Bob’s output bit.

A classical strategy is one where Alice and Bob do not share entanglement. It can be shown that $Mx = b$ has a perfect classical strategy (i.e., a strategy with success probability 1) if and only if the system of equations has a solution. An entangled quantum strategy is a strategy in which Alice and Bob share an entangled quantum state $|\psi\rangle$. In the tensor-product model, $|\psi\rangle$ is a bipartite state in a tensor product $\mathcal{H}_A \otimes \mathcal{H}_B$, and Alice and Bob’s measurements of this state are modeled as observables on $\mathcal{H}_A$ and $\mathcal{H}_B$ respectively.

It is shown in [3] that a binary linear system game has a perfect entangled strategy in the tensor-product model if and only if the linear system has a finite-dimensional operator solution in the following sense. We first express our linear systems in a multiplicative notation, so a vector $x \in \{\pm 1\}^n$ satisfies equation $\ell$ if and only if

$$x_{k_1}x_{k_2} \cdots x_{k_r} = (-1)^{b_\ell},$$

where $V_\ell = \{k_1, k_2, \ldots, k_r\} = \{1 \leq k \leq n : M_{t,k} = 1\}$ is the set of indices of variables in equation $\ell$. Next, we extend the binary variables (the $x_i$’s) to binary observables as:

**Definition 2 (Operator solution)** An operator solution to a binary linear system $Mx = b$ is a sequence of bounded self-adjoint operators $A_1, \ldots, A_n$ on a Hilbert space $\mathcal{H}$ such that:

(a) $A_i^2 = \mathbb{1}$ (that is, $A_i$ is a binary observable) for all $1 \leq i \leq n$.

(b) If $x_i$ and $x_j$ appear in the same equation (i.e., $i, j \in V_\ell$ for some $1 \leq \ell \leq m$) then $A_i$ and $A_j$ commute (we call this local compatibility).

(c) For each equation of the form $x_{k_1}x_{k_2} \cdots x_{k_r} = (-1)^{b_\ell}$, the observables satisfy

$$A_{k_1}A_{k_2} \cdots A_{k_r} = (-1)^{b_\ell} \mathbb{1}$$

(we call this constraint satisfaction).

A finite dimensional operator solution to a binary linear system $Mx = b$ is an operator solution in which the Hilbert space $\mathcal{H}$ is finite dimensional.

The term “local compatibility” comes from quantum mechanics, where two observables commute if and only if they are compatible in the sense that they represent quantities which can be measured (or known) simultaneously. It is noteworthy that the result of [3] applies even when the Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ are allowed to be infinite dimensional; in this case, the operator solutions will still be finite dimensional.

In this paper we are interested in the commuting operator model for entanglement, in which $|\psi\rangle$ belongs to a joint Hilbert space $\mathcal{H}$, and Alice and Bob’s measurements are modeled as observables on $\mathcal{H}$ with the property that Alice’s observables commute with Bob’s observables. This model—which clearly subsumes the tensor-product model—is used in algebraic quantum field theory. For any non-local game, a finite-dimensional strategy in the commuting-operator model can be converted into a strategy in the tensor product model, but the precise relationship between the tensor-product model and the commuting-operator model is unknown in general. We refer to [13, 12, 7, 5] for more discussion.

The main result of our paper is that a binary linear system game has a perfect entangled strategy in the commuting operator model if and only if the linear system has a (possibly-infinite-dimensional) operator solution. Our result relies on a useful characterization of the relations in Definition 2 using finitely-presented groups, which we call the solution group.

**Definition 3 (Solution group)** The solution group of a binary linear system $Mx = b$ is the group $\Gamma$ generated by $g_1, \ldots, g_n$ and $J$ satisfying the following relations (where $e$ is the group identity, and $[a,b] = aba^{-1}b^{-1}$ is the group commutator):
(a) \( g_i^2 = e \) for all \( 1 \leq i \leq n \), and \( J^2 = e \) (generators are involutions).

(b) \([g_i, J] = e\) for all \( 1 \leq i \leq n \) (\( J \) commutes with each generator).

(c) If \( x_i \) and \( x_j \) appear in the same equation (i.e., \( i, j \in V \) for some \( \ell \)) then \([g_i, g_j] = e\) (local compatibility).

(d) \( g_1^{M_1} g_2^{M_2} \cdots g_n^{M_n} = J^\ell \) for all \( 1 \leq \ell \leq m \) (constraint satisfaction).

The new variable \( J \) acts as the scalar \(-1\) in an operator solution. In fact, an operator solution is a representation of the solution group with \( J = -1 \).

Now we are ready to give the full statement of our main theorem.

**Theorem 4** Let \( Mx = b \) be a binary linear system. The following statements are equivalent:

1. There is a perfect commuting-operator strategy for the non-local game associated to \( Mx = b \).

2. There is an operator solution for \( Mx = b \) (possibly on an infinite-dimensional Hilbert space).

3. The solution group for \( Mx = b \) has the property that \( J \neq e \).

As is typical with results of this type (compare for instance [10, Proposition 5.11]), the main difficulty in the proof arises in showing that an operator solution can be turned into a perfect strategy. In particular, an operator solution does not come with an entangled state. By considering the solution group \( \Gamma \), we construct a tracial state on the group algebra of \( \Gamma \) to use as our entangled state. In addition, the solution group captures some interesting properties of the linear system games, which we discuss shortly.

We do not know of any computational procedure which can determine if a binary linear system has a perfect entangled strategy. Arkhipov showed that, in the special case where each variable appears in exactly two constraints, there is a polynomial-time algorithm to determine if a perfect entangled strategy exists [2] (in this case, a game has a perfect commuting-operator strategy if and only if it has a perfect tensor-product strategy). For the general case, we can attempt to use the characterization of perfect strategies in [3] by searching for operator solutions over \( \mathbb{C}^d \), \( d \in \mathbb{N} \). It is decidable to determine if there is an operator solution over \( \mathbb{C}^d \) for fixed \( d \), and thus this naive procedure is guaranteed to find a perfect strategy if one exists. However, if a perfect strategy does not exist, then the naive procedure does not halt. We note that, for arbitrarily large \( d \), Ji gives examples of binary linear systems which have finite-dimensional operator solutions, but for which the solutions require dimension at least \( d \) [6].

In contrast, there is no apparent way to search through operator solutions over infinite-dimensional Hilbert spaces. What we can do instead is try to show that \( J = e \) in the group \( \Gamma \) by searching through products of the defining relations. Using our characterization, we see that this procedure will halt if and only if the linear system game does not have a perfect strategy in the commuting-operator model. Thus this problem would be decidable if the tensor-product model and commuting-operator model were equivalent. Determining whether or not these two models are equivalent is a well-known open problem due to Tsirelson [13].

A final comment is that our results easily generalize to linear systems over \( \mathbb{Z}_p \).
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Abstract. We prove that there is a trade-off relation between the entanglement cost and the number of rounds of communication, for two distant parties to accomplish a bidirectional quantum information task by local operations and classical communication (LOCC). We consider an implementation of a class of two-qubit controlled-unitary gate by LOCC assisted by shared entanglement, in an information theoretical scenario of asymptotically many input pairs and vanishingly small error. We prove the trade-off relation by showing that one ebit of entanglement per pair is necessary to be consumed for implementing the unitary by any two-round protocol, whereas the entanglement cost by a four-round protocol is strictly smaller than one ebit per pair.
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1 Introduction

When two distant parties collaborate to perform a distributed quantum information processing, it is necessary to communicate some information with each other. If the communication is restricted to be transmission of classical bits, it may also be necessary to make use of some entanglement shared in advance, depending on the task. Entanglement and classical communication are thus regarded as resources for distributed quantum information processing, and minimizing the cost of those resources has been one of the central issues in quantum information theory.

A relatively unexplored question about distributed quantum information processing is how the performance of a protocol to accomplish a task depends on the number of rounds of communication in the protocol [1]. It has been known that the performance of a protocol with more than one round of communication is strictly better than that of any protocol with only one round of communication, for several tasks such as entanglement distillation [2], quantum key distribution [3], state discrimination [4–6] and hypothesis testing [7–9]. However, few example of tasks is known for which an \( r' \)-round protocol outperforms any \( r \)-round protocol and \( 2 \leq r < r' \), with the exception of the result of [5]. Moreover, to our knowledge, it is not known whether there exists a trade-off relation between the entanglement cost and the number of rounds of communication for a "genuinely bidirectional" task, which cannot be accomplished by any protocol with only one round of communication.

In this contribution, we investigate implementation of a bipartite unitary gate by LOCC (local operations and classical communication) assisted by shared entanglement, in an information theoretical scenario introduced in [10]. We prove that, for a class of two-qubit controlled-unitary gates, a four-round protocol outperforms all two-round protocols in reducing the entanglement cost. Thus we provide a first example of genuinely bidirectional tasks for which there is a trade-off relation between the entanglement cost and the number of rounds of communication. It is different from the trade-off relation between the entanglement cost and the classical communication cost, which exists, e.g., for remote state preparation [11–14].

Notations. \( \{ \Phi_i \} \), \( \{ \Phi_K \} \) and \( \{ \Phi_L \} \) represent the maximally entangled state with the Schmidt rank \( d \) and \( L_n \), respectively. \( \pi_d \) is the maximally mixed state of rank \( d \). The fidelity and the trace distance between two quantum states \( \rho \) and \( \sigma \) are defined as \( F(\rho, \sigma) := (\text{Tr}[\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}])^2 \) and \( \|\rho - \sigma\|_1 := \text{Tr}[\sqrt{\rho - \sigma}]^2 \), respectively. We abbreviate \( F(\rho, |\psi\rangle \langle \psi|) \) as \( F(\rho, |\psi\rangle) \). For a quantum operation \( \mathcal{E} \), we abbreviate \( \mathcal{E}(|\psi\rangle \langle \psi|) \) as \( \mathcal{E}(|\psi\rangle) \).

2 Definitions

In this section, we describe a task that we analyze in this contribution, and present a definition of a trade-off relation between the entanglement cost and the number of rounds of communication.

Suppose Alice and Bob are given a sequence of bipartite quantum states \( |\psi_i\rangle^{AB} \ldots |\psi_n\rangle^{AB} \), generated by an i.i.d. quantum information source of an ensemble \( \{ p_i, \psi_i \} \). We assume that the source is completely mixed, i.e., \( \sum_i p_i |\psi_i\rangle \langle \psi_i|^{AB} = \pi_d^{AB} \otimes \pi_d^{AB} \). Alice and Bob perform the same bipartite unitary \( U^{AB} \) on each of \( |\psi_i\rangle^{AB}, \ldots, |\psi_n\rangle^{AB} \) by LOCC using a resource state \( \Phi_K^{AB} \), where \( K_n \) is a natural number, in such a way that the average error vanishes in the limit of \( n \to \infty \). Following the formulation of the Schumacher compression [15], we assume that Alice and Bob do not know \( \{ p_i, \psi_i \} \), but know that the average state is completely mixed.

Equivalently, we consider a task in which Alice and Bob apply \( (U^{AB})^\otimes n \) on \( \{ \Phi_i \}^{AR} \) by LOCC using a resource state \( \Phi_{K_n}^{AR} \). Here, \( R_{AB} \) are imaginary reference systems that are inaccessible to Alice and
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Bob. Rigorous definitions are given below.

**Definition 1 (Definition 1 in [10])** Let $U$ be a bipartite unitary acting on two $d$-dimensional quantum systems $A$ and $B$. Let Alice and Bob have quantum registers $\{A_0, A_1\}$ and $\{B_0, B_1\}$, respectively, and let $M_n$ be a quantum operation from $A^nA_0 \otimes B^nB_0$ to $A^nA_1 \otimes B^nB_1$. $M_n$ is called an $(r, n, \epsilon)$-protocol for implementing $U$ if $M_n$ is an $r$-round LOCC that satisfies

$$F(\rho(M_n), |\Psi_U\rangle^\otimes n|\Phi_{L_n}\rangle^{A_1B_1}) \geq 1 - \epsilon,$$

where $|\Psi_U\rangle := U^{AB}|\Phi_d\rangle^{ARR}{|\Phi_d\rangle}^{BRB}$ and

$$\rho(M_n) := M_n(|\Phi_d^{ARR}\rangle^\otimes n|\Phi_d^{BRB}\rangle^\otimes n|\Phi_{K_n}\rangle^{A_0B_0}).$$

The entanglement cost of $M_n$ is defined by $\log K_n - \log L_n$.

**Definition 2** A rate $E$ is said to be achievable by an $r$-round protocol for implementing $U$ if, for any $\epsilon > 0$, there exists $n_\epsilon$ such that for any $n \geq n_\epsilon$, we find an $(r, n, \epsilon)$-protocol for implementing $U$ with the entanglement cost $\epsilon E$. For a technical reason, we additionally require that

$$\lim_{\epsilon \to 0} \epsilon \cdot n_\epsilon^4 = 0.$$

The entanglement cost of $U$ by $r$-round protocols is defined as

$$E_r(U) := \inf\{E \mid E \text{ is achievable by an } r\text{-round protocol for implementing } U\}.$$

The main focus of this contribution is whether there is a trade-off relation between the entanglement cost and the number of rounds for implementing a bipartite unitary. In considering “trade-off relation”, we compare the entanglement cost of a unitary by $r$-round protocols and that by $r'$-round protocol ($r < r'$). If the latter is strictly smaller than the former, we could say that there exists a trade-off relation between the entanglement cost and the number of rounds. A rigorous definition is as follows:

**Definition 3** There exists a trade-off relation between the entanglement cost and the number of rounds for implementing $U$ if there exists $r, r' \in \mathbb{N}$ such that $r < r'$, $E_r(U) > E_{r'}(U)$.

### 3 Result and Proof

We consider a class of two-qubit controlled-phase gate, which takes the form of

$$U_{\theta}^{AB} = |0\rangle\langle 0|^A \otimes I^B + |1\rangle\langle 1|^A \otimes e^{i\theta \sigma_z}B$$

where

$$\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad 0 < \theta \leq \frac{\pi}{2}.$$

The main result of this contribution is as follows:

**Theorem 4** There exists a trade-off relation between the entanglement cost and the number of rounds for implementing $U_{\theta}$ for any $\theta \in (0, \theta_{\text{max}})$, where $\theta_{\text{max}} \in (0, \pi/2]$ is a constant.

We prove Theorem 4 by showing that the following relations hold for any $\theta \in (0, \theta_{\text{max}}]$:

$$E_2(U_{\theta}) \geq 1, \quad E_4(U_{\theta}) < 1.$$

The first inequality is proved in [10] (see the converse part of Theorem 25 therein). A proof of the second inequality is presented in the technical version of this manuscript, in which we also derive a stronger relation that $\lim_{\theta \to 0} E_4(U_{\theta}) = 0$.

### 4 Conclusion

We considered implementation of a class of two-qubit controlled-unitary gate by local operations and classical communication (LOCC), assisted by shared entanglement. We proved that a four-round protocol outperforms all two-round LOCC protocols in reducing the entanglement cost. Our result provides a first example of genuinely bidirectional distributed quantum tasks, for which there exists a trade-off relation between the entanglement cost and the number of rounds of communication.

### Acknowledgements

This work is supported by the Project for Developing Innovation Systems of MEXT, Japan and JSPS KAKENHI (Grant No. 23540463, No. 23240001, No. 26330006, and No. 15H01677). We also gratefully acknowledge to the ELC project (Grant-in-Aid for Scientific Research on Innovative Areas MEXT KAKENHI (Grant No. 24106009)) for encouraging the research presented in this contribution.

### References

Universal Quantum Emulator
Iman Marvian\textsuperscript{1} \textsuperscript{*} \text{\textsuperscript{*}marvian@mit.edu} \text{\textsuperscript{1}Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, MA 02139}
Seth Lloyd\textsuperscript{1} \textsuperscript{2} \textsuperscript{2}slloyd@mit.edu
\textsuperscript{2}Department of Mechanical Engineering, Massachusetts Institute of Technology, Cambridge, MA 02139

Abstract. We propose a quantum algorithm that emulates the action of an unknown unitary transformation on a given input state, using multiple copies of some unknown sample input states of the unitary and their corresponding output states. The algorithm does not assume any prior information about the unitary to be emulated, or the sample input states. Remarkably, the runtime of the algorithm is logarithmic in $D$, the dimension of the Hilbert space, and increases polynomially with $d$, the dimension of the subspace spanned by the sample input states. Furthermore, the sample complexity of the algorithm, i.e., the total number of copies of the sample input-output pairs needed to run the algorithm, is independent of $D$, and polynomial in $d$.
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1 Preliminaries

Here we present the algorithm for the special case of pure sample states. In the paper we explain how the algorithm can be generalized to the case of mixed states as well.

Let $S_{\text{in}} = \{ |\phi_{\text{in}}^k \rangle \langle \phi_{\text{in}}^k | : k = 1, \ldots, K \}$ be a set of sample input states of the unitary $U$ and $S_{\text{out}} = \{ |\phi_{\text{out}}^k \rangle \langle \phi_{\text{out}}^k | = U |\phi_{\text{in}}^k \rangle \langle \phi_{\text{in}}^k | U^\dagger : k = 1, \ldots, K \}$ be the corresponding outputs. Let $H_{\text{in}}$ and $H_{\text{out}}$ be the subspaces spanned by $\{ |\phi_{\text{in}}^k \rangle : k = 1, \ldots, K \}$ and $\{ |\phi_{\text{out}}^k \rangle : k = 1, \ldots, K \}$ respectively, and $d$ be the dimension of these subspaces.

We assume the set of input samples $S_{\text{in}}$ contains sufficient number of different sample states to uniquely determine the action of $U$ on the subspace $H_{\text{in}}$ (up to a global phase). It can be easily shown that having the classical description of the input and output states in $S_{\text{in}}$ and $S_{\text{out}}$ we can uniquely determine the action of $U$ on any input state $|\psi\rangle \in H_{\text{in}}$ (up to a global phase), if and only if the matrix algebra generated by $S_{\text{in}}$, that is the set of polynomials in the elements of $S_{\text{in}}$, is the full matrix algebra on $H_{\text{in}}$, i.e., contains all operators with supports contained in $H_{\text{in}}$. Therefore, in the following we naturally assume this assumption is satisfied. Furthermore, we assume $K$ the number of different sample input states in $S_{\text{in}}$ is poly($d$).

To implement the algorithm, we need multiple copies of each sample state in $S_{\text{in}}$ and $S_{\text{out}}$. Interestingly, at the end of the algorithm most of these states remain almost unaffected. Indeed, the main use of the given copies of sample states is to simulate controlled-reflections about these states.

Let $R_{\text{in}}^S(k) = e^{i\pi|\phi_{\text{in}}^k \rangle \langle \phi_{\text{in}}^k |}$ and $R_{\text{out}}^S(k) = e^{i\pi|\phi_{\text{out}}^k \rangle \langle \phi_{\text{out}}^k |}$ be the reflections about the input and output states $|\phi_{\text{in}}^k \rangle$ and $|\phi_{\text{out}}^k \rangle$, respectively. In the proposed algorithm we need to implement the controlled-reflections $R_{\text{in}}^S(k)$ and $R_{\text{out}}^S(k)$, defined as

\begin{equation} R_a(k) = |0\rangle \langle 0|_a \otimes I + |1\rangle \langle 1|_a \otimes e^{i\pi|\phi_a \rangle \langle \phi_a |}, \end{equation}

where $a$ is the label for the control qubit, and $I$ is the identity operator on the main system. Note that we have suppressed the superscripts $\text{in}$ and $\text{out}$ in both sides.
Using the given copies of the sample states, we can efficiently simulate these controlled-reflections via the density matrix exponentiation technique of Ref. [1]. It turns out that using $n$ copies of state $\sigma$ one can simulate the unitary $e^{-it\sigma}$, or its controlled version $|0\rangle\langle 0| \otimes I + |1\rangle\langle 1| \otimes e^{-it\sigma}$, for any real $t$, with error $\epsilon = O(t^2/n)$, and in time $O(n \times \log(D))$, where $D$ is the dimension of the Hilbert space. In the simplest case where the system is a qubit ($D = 2$), this technique is basically simulating the Heisenberg interaction between the system and each given copy of state $\sigma$.

Therefore, in the following, where we present the algorithm, we assume all the controlled-reflections $\{R_a(k) : 1 \leq k \leq K\}$ can be efficiently implemented.

To simplify the presentation, we use the notation $W_a(k) \equiv R_a(k)H_aR_a^{-1}(1)$, where again we have suppressed in and out superscripts in both sides. Here $H_a$ denotes the Hadamard gate $H$ acting on qubit $a$, where $H|a\rangle = |+\rangle$ and $H|1\rangle = |-\rangle$, and $|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$. The algorithm also uses a SWAP gate defined by $\text{SWAP}(\nu)|\mu\rangle = |\nu\rangle|\mu\rangle$, for any pair of states $|\mu\rangle$ and $|\nu\rangle$.

### 2 The algorithm (Special case)

In this section we present the algorithm for the universal quantum emulator, in the special case where all the sample input-output pairs are pure states. In the paper we present several generalizations of this algorithm, including to the case where the given samples contain mixed states. Also, we present a modified version of this circuit which realizes this algorithm with exponentially less ancillary qubits.

Fig. (1) exhibits the quantum circuit that emulates the action of an unknown unitary transformation $U$ on any given state $|\psi\rangle$ in the input subspace $H_{in}$. For a general input state, which is not restricted to this subspace, this circuit first projects the state to this subspace, and if successful, then applies the unitary $U$ to it.

In this algorithm $(k_1, \cdots, k_T)$ are $T$ integers chosen uniformly at random from integers $1, \cdots, K$, where $T$ is a constant that determines the precision of emulation, and we choose it to be polynomial in $d$, and independent of $D$. Furthermore, state $|\phi_1^{in}\rangle$ (and $|\phi_1^{out}\rangle$) is one of the sample input states (and its corresponding output) which is chosen randomly at the beginning of the algorithm, and is fixed during the algorithm. In steps (i) and (iv) of the algorithm we implement, respectively, the unitaries $W_a^{in}(k_i)$ and $W_a^{out}(k_i)$ on the system and qubit $a_i$, for $i = 1, \cdots, T$. As we explained before, all the conditional reflections $R_a^{in}(k)$ and $R_a^{out}(k)$ can be efficiently simulated using the given copies of states $|\phi_k^{in}\rangle$ and $|\phi_k^{out}\rangle$.

In step (ii) of the algorithm we perform a qubit measurement in the computational basis $\{|0\rangle, |1\rangle\}$. Then, after the measurement with probability $1 - \langle \psi|\Pi_{in}|\psi\rangle$ we get outcome $b = 1$, in which case we project the system to a state close to $(I - \Pi_{in})|\psi\rangle/\sqrt{1 - \langle \psi|\Pi_{in}|\psi\rangle}$, where $\Pi_{in}$ is the projector to the subspace $H_{in}$. On the other hand, with probability $\langle \psi|\Pi_{in}|\psi\rangle$ we get the outcome $b = 0$, in which case the final state of circuit is close to $\Pi_{in}|\psi\rangle/\sqrt{\langle \psi|\Pi_{in}|\psi\rangle}$. In this case the algorithm consumes a copy of state $|\phi_1^{out}\rangle$, and returns a copy of state $|\phi_1^{in}\rangle$.

Note that, although the algorithm uses random integers $(k_1, \cdots, k_T)$, for sufficiently large $T$ it always transforms the input state $|\psi\rangle \in H_{in}$ to a state with high fidelity with the desired output state $U|\psi\rangle$.
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Abstract. A critical question for the field of quantum computing in the near future is whether quantum devices without error correction can perform a well-defined computational task beyond the capabilities of state-of-the-art classical computers, achieving so-called quantum supremacy. We study the computational task of sampling from the output distribution of random quantum circuits. We introduce the cross entropy difference as a useful benchmark of random quantum circuits which approximates the circuit fidelity. We show that the cross entropy can be efficiently measured when circuit simulations are available. Beyond the classically tractable regime, the cross entropy can be extrapolated and compared with theoretical estimates to define a practical quantum supremacy demonstration. We conclude that quantum supremacy can be achieved in the near-term with approximately fifty qubits.
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This work proposes a minimal resource demonstration of quantum supremacy based on the implementation of random quantum circuits. Random quantum circuits are known examples of quantum chaotic evolutions [1, 2, 5–8]. A signature of chaos is that small changes in model specification or numerical errors lead to large divergences in system trajectories. In quantum chaotic dynamics this sensitivity manifests itself as a loss of fidelity $|\langle \psi_t | \psi_f \rangle|^2$ of a quantum state $|\psi_t\rangle$ which decreases exponentially in the evolution time $t$ and in the magnitude of a small perturbation $\epsilon$ to the Hamiltonian that evolves $|\psi_t\rangle$.

With realistic superconducting hardware constraints [3], gates act in parallel on distinct sets of $n = \log N$ qubits restricted to a planar lattice. In a random quantum circuit, gates are sampled from a universal set. The cycle number $t$ plays the role of time in the chaotic dynamics of the quantum state $|\psi_t\rangle$. The real and imaginary parts of the amplitudes $\langle x_j | \psi_t \rangle$ in any local basis $\{x_j\}_{j=1}^N$ are approximately uniformly distributed in a $2N$ dimensional sphere subject to normalization. This implies that their distribution is an unbiased Gaussian with variance $\propto 1/N$, up to finite moments. The distribution of probabilities $|\langle x_j | \psi_t \rangle|^2$ approaches the form $Ne^{-pN}$, known as the Porter-Thomas distribution [11].

Consider a sample $S = \{x_1, \ldots, x_m\}$ of bit-strings $x_j$ obtained from $m$ global measurements of every qubit in the computational basis $\{|x_j\}\}$ (or any other basis obtained from local operations). The joint probability of the set of outcomes $S$ is $P_U(S) = \prod_{x_j \in S} p_U(x_j)$ where $p_U(x) = |\langle x \mid \psi \rangle|^2$. For a typical sample $S$, the central limit theorem implies that

$$\log P_U(S) = \sum_{x_j \in S} \log p_U(x_j)$$

$$= -m H(p_U) + O(m^{1/2}),$$

where $H(p_U) \equiv -\sum_{j=1}^N p_U(x_j) \log p_U(x_j)$ is the entropy of the output of $U$. Because $p_U(x)$ are i.i.d. distributed according to the Porter-Thomas distribution,

$$H(p_U) = -\int_0^\infty p N^2 e^{-N p} \log p \, dp$$

$$= \log N - 1 + \gamma,$$

where $\gamma \approx 0.577$ is the Euler constant.

Let $A_{pcl}(U)$ be a classical algorithm with computational time cost polynomial in $n$ that takes a specification of the random circuit $U$ as input and outputs a bit-string $x$ with probability distribution $p_{pcl}(x|U)$. Consider a typical sample $S_{pcl} = \{x_1^{pcl}, \ldots, x_m^{pcl}\}$ obtained from $A_{pcl}(U)$. We now focus on the probability $P_{U}^{pcl}(S_{pcl}) = \prod_{x_j^{pcl} \in S_{pcl}} p_U(x_j^{pcl})$ that this sample $S_{pcl}$ is observed from the output $|\psi\rangle$ of the circuit $U$. The central limit theorem implies that

$$\log P_{U}^{pcl}(S_{pcl}) = -m H(p_{pcl}, p_U) + O(m^{1/2}),$$

where

$$H(p_{pcl}, p_U) \equiv -\sum_{j=1}^N p_{pcl}(x_j|U) \log p_U(x_j)$$

is the cross entropy between $p_{pcl}(x|U)$ and $p_U(x)$. If the cross entropy $H(p_{pcl}, p_U)$ is larger than the entropy $H(p_U)$ then $p_{pcl}(x|U)$ is sampling bit-strings that have lower probability of being observed by the circuit $U$.

We are interested in the average performance of the classical algorithm. Therefore, we average the cross entropy over an ensemble $U$ of random circuits

$$E_U[H(p_{pcl}, p_U)] = E_U \left[ \sum_{j=1}^N p_{pcl}(x_j|U) \frac{1}{\log p_U(x_j)} \right].$$

Based on aforementioned insights from quantum chaos, we assume that the output of a classical algorithm with polynomial cost is almost statistically uncorrelated with
measurement probabilities \(p_U(x)\). Thus, averaging over the ensemble \(\{U\}\) can be done independently for the output of the polynomial classical algorithm \(p_{pcl}(x|U)\) and log \(p_U(x)\). The distribution of universal random quantum circuits converges to the uniform (Haar) measure with increasing depth [7, 8]. For fixed \(x_j\), the distribution of values \(\{p_U(x_j)\}\) when unitaries are sampled from the Haar measure also has the Porter-Thomas form. Therefore, if we use sufficiently deep random quantum circuits, we find that

\[
\begin{align*}
-\mathbb{E}_U[\log p_U(x_j)] &\approx -\int_0^\infty N e^{-Np} \log p \, dp \\
&= \log N + \gamma.
\end{align*}
\]

(6)

Then using \(\sum_{j=1}^N p_{pcl}(x_j|U) = 1\) we get

\[
\mathbb{E}_U[\mathbb{H}(p_{pcl}, p_U)] = \log N + \gamma.
\]

(7)

From Eqs. (2) and (7) we obtain

\[
\mathbb{E}_U[\log \mathbb{P}(S) - \log \mathbb{P}(S_{pcl})] \simeq m.
\]

(8)

Equation (8) reveals that a typical sample \(S\) from a random circuit \(U\) represents a signature of that circuit. Note that the l.h.s. is the expectation value of the log of \(\Pi_{x\in S}\{\langle x|\psi\rangle^2 / \Pi_{x\in S_{pcl}}|\langle x|\psi\rangle|^2\}\). The numerator is dominated by measurement outcomes \(x\) that have high measurement probabilities \(|\langle x|\psi\rangle|^2 > 1/N\). Conversely, the values of \(x\) in the denominator are chosen essentially at random. Therefore, they are dominated by the support of the Porter-Thomas distribution with \(p < 1/N\).

The result in Eq. (7) also corresponds to the cross entropy difference \(H_0 = \log N + \gamma\) of an algorithm which picks bit-strings uniformly at random, \(p_0(x) = 1/N\). This leads to a proposal for a test of quantum supremacy. We will measure the quality of an algorithm \(A\) as the difference between its cross entropy and the cross entropy of a uniform classical sampler. The algorithm \(A\) can be an experimental quantum implementation or a classical algorithm. We call this the cross entropy difference:

\[
\Delta H(p_A) = H_0 - \mathbb{H}(p_A, p_U) = \sum_j \left(1/N - p_A(x_j|U)\right) \log \frac{1}{p_U(x_j)}.
\]

(9)

The cross entropy difference measures how well algorithm \(A(U)\) can predict the output of a (typical) quantum random circuit \(U\). This quantity is unity for the ideal random circuit and zero for the uniform distribution.

Because an experimental implementation of a quantum circuit is a realization of a quantum algorithm, we refer to the experimental implementation as \(A_{exp}(U)\) and associate with it the probability distribution \(p_{exp}(x_j|U) = \langle x_j|\rho_{exp}|x_j\rangle\) and samples \(S_{exp}\). The experimental cross entropy difference is \(\alpha = \mathbb{E}_U[\Delta H(p_{exp})]\). Quantum supremacy is achieved, in practice, when

\[
1 \geq \alpha > C,
\]

(10)

where a lower bound for \(C\) is given by the performance of the best known classical algorithm \(A^*\) executed on an existing classical computer,

\[
C = \mathbb{E}_U[\Delta H(p^*)].
\]

(11)

Here \(p^*\) is the output distribution of \(A^*\).

The space and time complexity of simulating a random circuit by using tensor contractions is exponential in the treewidth of the quantum circuit, which is proportional to \(\min(d, n)\) in a 1D lattice, and \(\min(d\sqrt{n}, n)\) in a 2D lattice [10]. For large depth \(d\), algorithms are limited by the memory required to store the wavefunction in random-access memory, which in single precision is \(2^n \times 2 \times 4\) bytes. For \(n = 48\) qubits this requires at least 2.25 Petabytes, which is approximately the limit of what can be done on the largest supercomputers of today\(^1\).

For circuits of small depth or less than approximately 48 qubits, direct simulation is viable so \(C = 1\) and quantum supremacy is impossible. Beyond this regime, the most viable approximation scheme (of which we are aware) is an estimation of the Feynman path integral corresponding to the unitary transformation \(U\). In this regime, the lower bound for \(C\) decreases exponentially with the number of gates \(g \gg n\).

We now address the question of how the cross entropy difference \(\alpha\) can be estimated from an experimental sample of bit-strings \(S_{exp}\) obtained by measuring the output of \(A_{exp}(U)\) after \(m\) realizations of the circuit. For a typical sample \(S_{exp}\) (see Eq. (2)), the central limit theorem applied to Eq. (9) implies that

\[
\alpha \simeq H_0 - \frac{1}{m} \sum_{j=1}^m \log \frac{1}{p_U(x_j^{exp})}.
\]

(12)

The statistical error in this equation, from the central limit theorem, goes like \(\kappa/\sqrt{m}\), with \(\kappa \simeq 1\). The estimation would proceed as:

1. Select a random circuit \(U\) by sampling from an available universal set of one and two qubit gates, subject to experimental layout constraints.

2. Take a sufficiently large sample \(S_{exp} = \{x_1^{exp}, \ldots, x_m^{exp}\}\) of bit-strings \(x\) in the computational basis \((m \sim 10^3 - 10^6)\).

3. Compute the quantities \(\log 1/p_U(x_j^{exp})\) with the aid of a sufficiently powerful classical computer.

4. Estimate \(\alpha\) using Eq. (12).

A close correspondence between experiment, numerics and theory provides a reliable foundation from which to extrapolate \(\alpha\) to larger circuits where the quantities \(p_U(x_j)\) can no longer be obtained numerically. At this point, \(\alpha \simeq 0\), and supremacy can be achieved. The value of \(\alpha\) can be extrapolated from circuits that can be simulated because they have either less qubits (direct simulation), mostly Clifford gates (stabilizer simulations) [4] or smaller depth (tensor contraction simulations) [10].

\(^1\)Trinity, the sixth fastest supercomputer in TOP500 has about two Petabytes of primary memory, which is one of the largest.
We now present a theoretical error model for $\alpha$ that can be compared with experiment. The output $\rho$ of the experimental realization of a random circuit $U$ is

$$
\rho = \tilde{\alpha} U |\psi_0\rangle \langle \psi_0| U^\dagger + (1 - \tilde{\alpha}) \sigma_U ,
$$

where $|\psi_0\rangle U^\dagger \sigma_U |\psi_0\rangle = 0$ and $\tilde{\alpha}$ is the circuit fidelity. Under this ansatz, by the same arguments leading to Eq. (7), we obtain that the circuit fidelity $\tilde{\alpha}$ is approximately equal to the cross entropy difference, i.e. $\alpha \approx \tilde{\alpha}$. The absence of correlations is supported by numerical simulations of typical random circuits. Estimating the circuit fidelity by directly measuring the cross entropy (see Eq. (12)) is a fundamentally new way to characterize complex quantum circuits.

The standard approach for studying circuit fidelities is a digital error model where each gate is followed by an error channel [3, 9]. Within this model, the circuit fidelity can be estimated as [3]

$$
\alpha \approx \exp(-r_1 g_1 - r_2 g_2 - r_{\text{init}} n - r_{\text{mes}} n) ,
$$

where $r_1, r_2 \ll 1$ are the Pauli error rates for one and two qubit gates, $r_{\text{init}}, r_{\text{mes}} \ll 1$ are the initialization and measurement error rates, and $g_1, g_2 \gg 1$ are the numbers of one and two qubits gates respectively.

Figure 1 compares the cross entropy difference, Eq. (9), obtained from our numerical simulations, with the estimated fidelity, Eq. (14). We observe a good fit between these two quantities. The validation of the digital error model for complex quantum circuits is a long standing problem. Our proposal represents a novel way of characterizing devices and validating error models for multi-qubit circuits. While our method requires exponential classical computation, it can be performed with a relatively small number of experiments and can be performed for up to 48 qubits.

Figure 1: The circuit fidelity $\alpha$ as a function of the number of qubits. Different colors correspond to different Pauli error rates $r_2 = r_{\text{init}} = r_{\text{mes}} = r$ and $r_1 = r/10$. The circle markers correspond to the estimated fidelity, Eq. (14). The square markers correspond to the average cross entropy difference among 100 instances, Eq. (9). The circuit depth is 25. The red line, at 48 qubits, is an estimate of the largest size that can be simulated with state-of-the-art supercomputers. Using state-of-the-art superconducting circuits we expect $\alpha \gtrsim 0.1$ for a $7 \times 7$ circuit. Error bars correspond to the std among 100 instances.
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Abstract. In two recent research papers we have developed a novel approach to synthesis of reversible classical circuits, and in particular integer arithmetic circuits, on ternary quantum computers and applied the approach to emulating Shor’s period finding function in two different universal quantum ternary bases.

We have done comparative analysis of the overall structure and cost of the period finding function in these bases, one of which is a ternary analog of the Clifford+$\pi/8$ and the other comes from the topological quantum computer based on non-Abelian metaplectic anyon framework. Significant benefits of the latter framework have been demonstrated.
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1 Introduction and Background

Shor’s quantum algorithm for integer factorization [16] is a striking case of the exponential speed-up promised by a quantum computer over the best-known classical algorithms. Since Shor’s original paper, many explicit circuit constructions over qubits for performing the algorithm have been developed and analyzed. This includes the computer-aided synthesis of the underlying quantum circuits for the binary case (see the following and references therein: [1, 2, 9, 13, 14, 15, 17, 18, 19]).

Research in prospective devices for fault-tolerant scalable quantum computing uncovered the importance of non-binary and in particular, ternary quantum frameworks. A recent ambitious proposal for the metaplectic topological quantum computer (MTQC), in particular [10, 11] offers native topological protection of quantum information and quantum gates from local decoherence as an added value over already very nice efficient logical circuit synthesis story [4, 3]. The MTQC creates an inherently ternary quantum computing environment; for example the common binary CNOT gate is no longer a Clifford gate in that environment.

We studied The compilation and synthesis of ternary circuits over two quantum bases: the Clifford + $R_{2}$ basis [4] and the Clifford + $P_{9}$ basis [5], where $R_{2}$ and $P_{9}$ are both non-Clifford single qutrit gates defined as:

\begin{equation}
R_{2} = \text{diag}(1, 1, -1)
\end{equation}

\begin{equation}
P_{9} = \text{diag}(e^{-2\pi i/9}, 1, e^{2\pi i/9}).
\end{equation}

Clifford + $R_{2}$ The Clifford + $R_{2}$ basis [11], also called metaplectic basis, can be obtained from a MTQC by braiding of certain metaplectic non-abelian anyons and projective measurement. The gate $R_{2}$ is produced by injection of the magic state

\begin{equation}
|\psi\rangle = |0\rangle - |1\rangle + |2\rangle.
\end{equation}

The injection circuit is coherent probabilistic, succeeds in three iterations on average and consumes three copies of the magic state $|\psi\rangle$ on average. The $|\psi\rangle$ state is produced by a relatively inexpensive protocol that uses topological measurement and consequent intra-qutrit projection (see [11, Lemma 5]). This protocol requires only three qutrits and produces an exact copy of $|\psi\rangle$ in 9/4 trials on average.

This is much better than any state distillation method, especially because it produces $|\psi\rangle$ with fidelity 1.

In [4] we have developed effective compilation methods to compile efficient circuits in the metaplectic basis. In particular, given an arbitrary two-level Householder reflection $r$ and a precision $\varepsilon$, then $r$ is effectively approximated by a metaplectic circuit of $R_{2}$-count at most $C \log_{3}((1/\varepsilon)+O(\log(\log(1/\varepsilon))))$, $C \leq 8$. It is shown in [3] that the $P_{9}$ gate specifically requires $C = 6$.

Clifford + $P_{9}$ The Clifford + $P_{9}$ basis is a natural generalization of the binary $\pi/8$ gate. It is the ternary case of the general multi-qudit basis proposed independently in [12] and [8]. The $P_{9}$ gate can be realized by a certain deterministic measurement-assisted circuit [8] given a copy of the magic state

\begin{equation}
\mu = e^{-2\pi i/9}|0\rangle + |1\rangle + e^{2\pi i/9}|2\rangle,
\end{equation}

which further can be obtained from the usual magic state distillation protocol. Specifically, it requires $O(\log^{3}(1/\delta))$ raw magic states of low fixed fidelity in order to distill a copy of the magic state $\mu$ at fidelity $1 - \delta$.

In [5] we have explored a novel approach to synthesis of reversible ternary classical circuits over the Clifford+$P_{9}$ basis. We have synthesized explicit circuits to express classical reflections and other important classical non-Clifford gates in this basis, which we subsequently used to build efficient ternary implementations of integer adders and their extensions.

In [6] we have further optimized these implementations under the assumption of binary-encoded data and applied the resulting solutions to emulating of the modular exponentiation period finding (which is the quantum part of the Shor’s integer factorization algorithm). We have performed the comparative cost analysis of optimized so-
olutions between the “generic” Clifford+P_9 architecture and the MTQC architecture (the Clifford + R_{[2]}) using magic state counts as the cost measure. We have shown that the cost of emulating the entire binary circuit for the period finding is almost directly proportional to the cost of emulating the three-qubit Toffoli gate and the latter is proportional to the cost of the P_9 gate. We have further pointed out that known distillation protocols for the latter are somewhat more costly than best known distillation protocols (e.g. Bravyi-Kitaev, [7]) for the binary π/8 gate, but demonstrated that on an MTQC computer specifically the magic state for the P_9 gate can be prepared (with a metaplectic circuit) rather than distilled which leads to asymptotically lower magic state cost: \textit{linear} in fidelity bit size for preparation vs. cubic for distillation. Thus the prospective MTQC architecture is proven to be the most cost-effective known architecture for integer factorization in terms of the overall logical cost. Expected native topological protection of quantum information and gates in the MTQC architecture clearly only adds value to it.

2 Overview of main results

In [6] we have investigated in some detail the cost of implementing Shor’s integer factorization algorithm [16] on the two ternary architectures, Clifford + P_9 and Clifford + R_{[2]}, using fairly straightforward emulation of known binary circuits and modifications thereof in ternary logic. One technical hurdle to overcome on that path: the binary CNOT gate cannot be emulated by a ternary Clifford circuit and its cost is roughly the same as that of Toffoli gate. The other key problem was to emulate the binary Toffoli gate efficiently. In course of solving these problems we have made the following useful observation: if a binary reflection (such as that Toffoli gate) needs to be emulated only on binary data, then it can be typically done at a fraction of the cost involved in implementing a ternary reflection. For example, implementing two-level ternary transposition |110⟩ ↔ |111⟩ is relatively expensive, but its action on binary data only can be emulated exactly at 2/3 of the cost. In particular we have proved the following

**Proposition 1**

1) The binary CNOT gate can be emulated exactly by a two-qutrit ternary circuit containing ternary Clifford gates and 6 P_9 gates.

2) The binary Toffoli gate can be emulated exactly either by a four-qutrit ternary circuit containing ternary Clifford gates and 6 P_9 gates, or by a three-qutrit ternary circuit containing ternary Clifford gates and 15 P_9 gates.

We also found that by a minor rearrangements of controlled adder circuits, the CNOT/Toffoli ratio for the n-qubit additive shift is constrained to O(1/\log(n)) and thus up to a small overhead factor of (1 + O(1/\log(n))), the cost of emulation of Shor’s period finding function is directly proportional to the cost of emulating the three-qubit Toffoli gate.

We have chosen to use the magic state counts that tally the number of magic states required for binary im-

<table>
<thead>
<tr>
<th>Clean magic states</th>
<th>Raw resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary</td>
<td>7</td>
</tr>
<tr>
<td>Generic^A P_9</td>
<td>15</td>
</tr>
<tr>
<td>Generic^B P_9</td>
<td>6</td>
</tr>
<tr>
<td>Metaplectic</td>
<td>6</td>
</tr>
</tbody>
</table>

**Table 1:** Resource count factors for three-qubit Toffoli gates. “Generic^A” stands for 3-qutrit emulation of the Toffoli gate and “Generic^B” and “Metaplectic” use 4-qutrit emulation with one clean ancilla prepared with SUM gates.

We note that the ternary emulation of the modular exponentiation circuit based on modified ripple carry addi-
tive shift as described in [6] section III, A, has the depth \(O(n^3)\) for the \(n\)-bit integers and performs all the Toffoli gates sequentially. This means that the required clean ancilla is shared across the circuit and adds just one unit of width that is easily amortized over \(n\). The entire mod-
ular exponentiation circuit has the width of \(n + 3\) \textit{qutrits} in this case.

In the more sophisticated modular exponentiation cir-
cuit based on carry lookahead additive shift ([6] section III, B) several Toffoli gates are performed in parallel in almost any time slice, and therefore as many clean ancil-
las are required concurrently. The impact of this design on the width of the circuits is presented in the Table 2.

<table>
<thead>
<tr>
<th>Circuits</th>
<th>Online width</th>
<th>Offline width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary QCLA</td>
<td>3n - w(n) (qubits)</td>
<td>7n (6 \log_2(n))^{2.5}</td>
</tr>
<tr>
<td>Generic ^A</td>
<td>3n - w(n) (qutrits)</td>
<td>15n (3 \log_2(n))^3</td>
</tr>
<tr>
<td>Generic ^B</td>
<td>4n - w(n) (qutrits)</td>
<td>6n (3 \log_2(n))^3</td>
</tr>
<tr>
<td>Metaplectic ^A</td>
<td>3n - w(n) (qutrits)</td>
<td>90 \times 3n \log_2(n)</td>
</tr>
<tr>
<td>Metaplectic ^B</td>
<td>4n - w(n) (qutrits)</td>
<td>36 \times 3n \log_2(n)</td>
</tr>
</tbody>
</table>

**Table 2:** Widths comparison for ternary emulations of reduced-depth modular exponentiation circuits. \(w(n)\) is the Hamming weight of \(n\). Generic/metaplectic case ^A stands for 3-qutrit emulation of the Toffoli gate and case ^B for the 4-qutrit emulation. The last column in metaplec-
tic rows shown the expected average of the probabilistic width.

It is seen from Table 1 and Table 2 that the solution-
s over the metaplectic architecture are the most cost-
effective in both asymptotic and practical sense. The ta-
bles compare logical magic state counts and logical width-
s of known binary solutions and those of their ternary emu-
lations but disregard the cost quantum error correction (QEC). Deeming the QEC cost would have been even more in favor of the metaplectic architecture.
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Abstract. This paper develops general space-efficient methods for error reduction for unitary quantum computation, i.e. computations without intermediate measurements. Consider a unitary quantum computation with completeness $c$ and soundness $s$, either with or without a witness. To reduce the error of the computation to at most $2^{-p}$, the most space-efficient method known requires extra workspace of $O(p \log [1/(c-s)])$ qubits. We present error-reduction methods that require extra workspace of just $O(\log [p/(c-s)])$ qubits. In particular gives the first methods of strong amplification for logarithmic-space unitary quantum computations with two-sided error. Consequences include the uselessness of quantum witnesses in bounded-error logspace unitary quantum computations, the PSPACE upper bound for QMA with exponentially small gap, and strong amplification for matchgate computations.
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1 Introduction

A very basic topic in various models of quantum computation is whether computation error can be efficiently reduced. For polynomial-time bounded error quantum computation, the computation error can be made exponentially small via a simple repetition followed by a threshold-value decision. This justifies the choice of $2/3$ and $1/3$ for the completeness and soundness parameters in the definition of the corresponding complexity class BQP. This is also the case for quantum Merlin-Arthur (QMA) proof systems, another central model of quantum computation that models a quantum analogue of NP (more precisely, MA). The price paid is the enlargement of both the necessary workspace and the witness size linearly in the number of repetitions.

We now restrict attention to unitary quantum computations, i.e. computations in which only unitary operations are allowed and in particular intermediate measurements are not allowed. Marriott and Watrous [2] developed a more sophisticated method of error reduction for QMA proof systems, which was subsequently improved by Nagaj, Wocjan, and Zhang [3]. The latter improved method uses phase estimation to estimate the success probability of the original computation, similarly to the quantum counting algorithm (see e.g. [4, Chapter 6.3]). This method reuses both the workspace and the witness every time it applies the original computation and its inverse, and therefore does not increase the witness size. Since the inverse of the original computation needs to be applied, this amplification method works only for unitary computations. To reduce the error probability to $2^{-p}$, the method requires $O\left(\frac{c}{c-s}\right)$ applications of the original computation and its inverse, and extra workspace of size $O\left(p \log \frac{1}{c-s}\right)$ to store the phase estimation results, where $c$ and $s$ are respectively the completeness and soundness of the original computation.

This existing in-place amplification method is still insufficient if the workspace size must be logarithmically bounded. No efficient error-reduction method is known that keeps the size of necessary additional workspace logarithmically bounded. This is not limited to the case of QMA proof systems, and in fact efficient error reduction methods are rarely known for space-bounded quantum computations (see [5] for an exception).

2 Main Result

This paper presents a general method of strong and space-efficient error reduction for unitary quantum computations. In particular, the method is applicable to logarithmic-space unitary quantum computations and QMA proof systems. All of our results hold for any model of unitary space-bounded quantum computations. The unitary model is not the most general (note the standard technique of deferring intermediate measurements requires unallowably many ancilla qubits in the case of space-bounded computations), but our error amplification results (and other recent progress [6]) make this arguably one of the most reasonable models for space-bounded quantum computation; see [7] for a discussion of other models of space-bounded quantum computation.

Let $\mathbb{N}$ and $\mathbb{Z}^+$ be the sets of positive and nonnegative integers, respectively. Let $\text{QMA}_{\text{logSPACE}}[l_V, l_M](c, s)$ denote the class of problems having QMA proof systems with completeness $c$ and soundness $s$, where the verifier performs a unitary quantum computation that has no time bound but is restricted to use $l_V(n)$ private qubits and to receive a quantum witness of $l_M(n)$ qubits on every input of length $n$. The main result of this paper is the following strong and space-efficient error-reduction for such QMA-type computations.

Theorem 1 For any functions $p, l_V, l_M: \mathbb{Z}^+ \to \mathbb{N}$ and for any functions $c, s: \mathbb{Z}^+ \to [0, 1]$ satisfying $c > s$, there

exists a function $\delta: \mathbb{Z}^+ \to \mathbb{N}$ that is logarithmic with respect to $\frac{q}{c^s}$ such that

$$\text{QMA}_U \text{SPACE}[N, \log n](c, s) \subseteq \text{QMA}_U \text{SPACE}[N + \delta, \log n](1 - 2^{-p}, 2^{-p}).$$

In the full version [1] we give three different proofs of this main theorem. In the following we discuss many consequences of our main theorem. Many corollaries are straightforward to show by choosing parameters in Theorem 1 appropriately; see the full version for choices of these parameters and for other omitted consequences (e.g. space-efficient amplification for QMA and strong amplification for matchgate computation).

3 Implications

Strong amplification for unitary logspace quantum computations The first consequence of Theorem 1 is a remarkably strong error-reducibility for logspace unitary quantum computations. Let $L(c, s)$ and $QMA_U(c, s)$ denote respectively the class of problems decidable by logspace unitary quantum computations (resp. logspace unitary QMA proof systems with log-size witnesses) with completeness $c$ and soundness $s$. For any polynomially bounded function $q$ of $c, s$:

$$\text{QMA}_U(c, s) = QMA_U(c, s).$$

This in particular justifies defining the classes $BQ_U(c, s)$ and $\text{QMA}_U(c, s)$ of bounded-error logarithmic-space unitary quantum computations by $BQ_U(c, s) = QMA_U(c, s)$ and $\text{QMA}_U(c, s) = QMA_U(c, s)$.

Uselessness of quantum witnesses in logarithmic-space unitary QMA By a standard technique of replacing a quantum witness by a completely mixed state Corollary 2 implies the following:

Corollary 2 For any polynomially bounded function $p: \mathbb{Z}^+ \to \mathbb{N}$ that is logarithmic-space computable and for any logarithmic-space computable functions $c, s: \mathbb{Z}^+ \to [0, 1]$ satisfying $c - s \geq 1/q$ for some polynomially bounded function $q: \mathbb{Z}^+ \to \mathbb{N}$,

$$QMA_U(c, s) \subseteq QMA_U(1 - 2^{-p}, 2^{-p}).$$

Strong amplification for unitary QMAPSPACE Let $QMA_PSPACE(c, s)$ and $QMA_U(c, s)$ denote respectively the class of problems decidable by poly-space unitary quantum computations (resp. QMA proof systems) with completeness $c$ and soundness $s$. We have the following scaled-up version of Corollary 2.

Corollary 4 For any polynomially bounded function $p: \mathbb{Z}^+ \to \mathbb{N}$ and for any polynomial-space computable functions $c, s: \mathbb{Z}^+ \to [0, 1]$ satisfying $c - s \geq 2^{-q}$ for some polynomially bounded function $q: \mathbb{Z}^+ \to \mathbb{N}$,

$$QMA_PSPACE(c, s) \subseteq QMA_U(c, s) \subseteq QMA_U(1 - 2^{-2p}, 2^{-2p}).$$

Again by replacing the quantum witness by a completely mixed state, the following result follows from Corollary 4 and that unbounded-error poly-space quantum computations can be simulated in PSPACE [8, 9].

Corollary 5 For any polynomial-space computable functions $c, s: \mathbb{Z}^+ \to [0, 1]$ satisfying $c - s \geq 2^{-q}$ for some polynomially bounded function $q: \mathbb{Z}^+ \to \mathbb{N}$,

$$QMA_U(c, s) = QMA_PSPACE(c, s) \subseteq PSPACE.$$
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Abstract. We consider Hamiltonian quantum computation (HQC) in one dimension, achieved by preparing an appropriate initial product state of qudits and then letting it evolve under a fixed Hamiltonian before measuring individual qudits at some later time. We study the compromise between the locality $k$ and the local Hilbert space dimension $d$ for universal HQC. For geometrically 2-local (i.e., $k=2$), $d=8$ is known to be sufficient. We provide a construction for $k=3$ with $d=5$. Imposing translation invariance will increase the required $d$. For this we also construct another 3-local ($k=3$) Hamiltonian that is invariant under translation of a unit cell of two sites but that requires $d$ to be 8.
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1 Motivations

Feynman provided an example Hamiltonian able to execute universal quantum computer [1],

$$H_{\text{Feynman}} = \sum_{j=0}^{k-1} \sigma_j^+ \sigma_{j+1}^- A_{j+1} + h.c.,$$

but the interaction involves four particles not geometrically local. Operators $\sigma^-$ and $\sigma^+$ act on a set of spin-1/2 particles, representing a discrete unary clock register; $A_j$'s represent all the gates of a circuit.

Key questions to address. In this work we consider the Hamiltonian quantum computer to lie on one spatial dimension, and the interaction in the Hamiltonian involves at most $k$ consecutive sites. In particular, we study the compromise between the locality $k$ and the local Hilbert-space dimension $d$. As the locality $k$ increases, it is expected that the minimum required $d$ should decrease.

Prior related works. Feynman's idea was used by Kitaev to construct the so-called Local Hamiltonian Problems (LHP) [2] and showed that 5-local LHP is QMA-complete. The locality $k$ for QMA-complete LHP was, in a series of work, reduced to 2 [3, 4], even with nearest-neighbor interactions on two spatial dimensions [5]. In one spatial dimension, it was shown by Aharonov et al. that 2-local 13-state Hamiltonians are QMA-complete [6], and the local dimension $d$ is recently reduced to 8 by Hallgren et al. [7].

In terms of one-dimensional Hamiltonian quantum computer, there have been various constructions, for example, the continuous-time quantum cellular automata by Vollbrecht and Cirac [8], by Kay [9], and by Nagaj and Wocjan [10] as well as the universal quantum walk by Chase and Landahl [11]. The 1D Hamiltonians in these constructions are nearest-neighbor two-body (or geometrically 2-local), but involve the dimension of local Hilbert space ranging from $d=8$ [11] and higher [8, 9, 10].

2 Results and some details

Main results. Here we study the compromise between the locality $k$ and the local dimension $d$ in one spatial dimension; the results are summarized in Figs. 1 and 2. In our technical paper [12], we provide two constructions: (i) one that uses a 5-state 3-local (or spin-2 nearest and next-nearest-neighbor interacting) Hamiltonian but is non-translation invariant, and (ii) 8-state 3-local Hamiltonian that is invariant under translation of a unit cell of two sites.

The former is inspired by the design used in 1D QMA LHP [6, 7], whose focus was on 2-locality. In terms of complexity, one implication is that simulating 1D chains of spin-2 particles with nearest and next-nearest-neighbor interaction is BQP-complete. Our second construction is inspired by the translation invariant constructions in Refs. [8, 9, 10] and in particular the work by Nagaj and Wocjan [10]. We explicitly modify a particular scheme with $d=20$ in Ref. [10] and reduce $d$ to 8. Our results

![Figure 1: (color online) The status of locality $k$ vs. local Hilbert-space dimension (level) $d$ for universal quantum computation (BQP) in one spatial dimension.](image-url)
are summarized schematically in Fig. 1 and Fig. 2.

**Detailed construction.** Due to the space limitation, it suffices for the purpose of demonstration to focus on our first construction having $k = 3$ and $d = 5$. We refer the other construction that is translation invariant ($k = 3$ and $d = 8$) to our technical paper [12]. On odd/even sites host different groups of states, respectively, \{$\triangleright, \triangleleft, \rhd, \rhd\}$, \{$\nabla, \nabla, \blacklozenge, \blacklozenge, \blacktriangleleft$\}.

(We can regard the system as consisting of the same kind of particles on all sites, but their interactions have two different preferred bases.) There are two kinds of qubits: \[\blacktriangleleft\] and \[\blacktriangleright\], and the superscripts are used to indicate the logical qubit values.

The transition rules are shown in Table 1. In particular, the gate operation occurs in rule 1:

1: \[\blacktriangleright + \blacktriangleleft \rightarrow U_m(\blacktriangleleft + \blacktriangleright)\] (2) whose backward (or time-reversed) propagation is

\[1^\dagger: \blacktriangleleft + \blacktriangleright \rightarrow U_m^\dagger(\blacktriangleright + \blacktriangleleft)\] (3)

The design of these rules ensure that there is only one unique forward rule and one unique reverse rule (except at the beginning and the end), and the probability of ending up at any location (i.e. configuration) can be obtained analytically [10].
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### Rules of transitions:

1: \[\blacktriangleright + \blacktriangleleft \rightarrow U_m( \blacktriangleleft + \blacktriangleright)\] (2)

\[1^\dagger: \blacktriangleleft + \blacktriangleright \rightarrow U_m^\dagger( \blacktriangleright + \blacktriangleleft)\] (3)

The design of these rules ensure that there is only one unique forward rule and one unique reverse rule (except at the beginning and the end), and the probability of ending up at any location (i.e. configuration) can be obtained analytically [10].

### Table 1: Transition rules and evolution of configurations.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Configuration</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>[\bigcirc \mathcal{H}^{(0)} + \mathcal{H}^{(1)} \bigcirc]</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>[\bigcirc \mathcal{H}^{(0)} + \mathcal{H}^{(1)} \bigcirc]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>[\bigcirc \mathcal{H}^{(0)} + \mathcal{H}^{(1)} \bigcirc]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>[\bigcirc \mathcal{H}^{(0)} + \mathcal{H}^{(1)} \bigcirc]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>[\bigcirc \mathcal{H}^{(0)} + \mathcal{H}^{(1)} \bigcirc]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>[\bigcirc \mathcal{H}^{(0)} + \mathcal{H}^{(1)} \bigcirc]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>[\bigcirc \mathcal{H}^{(0)} + \mathcal{H}^{(1)} \bigcirc]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>[\bigcirc \mathcal{H}^{(0)} + \mathcal{H}^{(1)} \bigcirc]</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract. Interesting connection has been established between two apparently unrelated concepts, namely, quantum nonlocality and Bayesian game theory. It has been shown that nonlocal correlations in the form of advice can outperform classical equilibrium strategies in common interest Bayesian games and also in conflicting interest Bayesian games. Classical equilibrium strategies can be of two types, fair and unfair. Whereas in fair equilibrium payoffs of different players are equal, in unfair case they differ. Advantage of nonlocal correlation has been demonstrated over fair strategies, only. In this letter we show that quantum strategies can outperform even the unfair classical equilibrium strategies. For this purpose we provide examples of Bayesian games which can be played under unfair equilibrium strategies.

Keywords: Nonlocal correlation, Fair and Unfair equilibrium, Correlated Equilibrium, Bell Nonlocality

1 Bayesian Game and equilibria

Undoubtedly one of the most fundamental contradictions of Quantum mechanics (QM) with classical physics gets manifested in its nonlocal behavior. This bizarre feature of QM was first established in the seminal work of J. S. Bell [1], where he has shown that QM is incompatible with the local-realistic world view of classical physics. More precisely, Bell showed that measurement statistics of multipartite entangled quantum systems can violate an empirically testable local realistic inequality (in general called Bell type inequalities) which establishes the denial of local realism underlying QM. Since Bell’s work, non-locality remains at the center of quantum foundational research and it has been verified in numerous successful experiments. Apart from foundational interest, quantum nonlocality finds practical implications in various device-independent protocols. But, very recently Brunner and Linden have established usefulness of Bell non-locality in Bayesian game theory [2]. A Bayesian game can be played under classical equilibrium strategies which are of two types, fair equilibrium and unfair equilibrium. Payoffs of different players are equal in a fair equilibrium, but differ in case of an unfair equilibrium. It has been shown that QM can provide advantageous strategies over the best classical strategies in common interest Bayesian games [2] as well as conflicting interesting games [3]. However, such advantages are shown over the fair equilibrium. The aim of this present letter is to establish the quantum advantages over the unfair equilibrium strategies. This study is of important relevance since we provide examples of Bayesian games which can be played under unfair equilibrium strategies.

2 The class of games we consider

Let Alice and Bob are two players involved in the game. Alice’s and Bob’s types/inputs are denoted as $x_A \in X_A$ and $x_B \in X_B$, respectively. For each type they take some actions/outputs denoted as $y_A \in Y_A$ and $y_B \in Y_B$ and accordingly they are given payoffs/utilities denoted as $u_A$ and $u_B$, respectively, where $u_i : X_A \times Y_A \times Y_B \rightarrow \mathbb{R}$, for $i \in \{A, B\}$. For the class of games considered here, $X_A = X_B = Y_A = Y_B = \{0, 1\}$ and the utilities are given in Table-1. In accordance with the parameter $\kappa$ and $\tau$ of Table-1 let us denote such a game as $G(\kappa, \tau)$. Whenever $\kappa < \tau$, there is a conflict between Alice and Bob in choosing their actions.

In the case of correlated strategies, i.e., when the parties are given some common advice, the average payoff is calculated as:

$$F_i = \sum_{x,y} P(x)P(y|x)u_i(x,y). \quad (1)$$

Here $P(x)$ is the probability distribution over the Alice’s and Bob’s joint type $x \equiv (x_A, x_B)$ which is considered to be uniform for the class of games introduced above. $P(y|x)$ denote the conditional probability of the joint action $y \equiv (y_A, y_B)$ given the type $x$, i.e., the probability that Alice takes action $y_A$ and Bob takes action $y_B$ given their joint type $(x_A, x_B)$. To play the game $G(\kappa, \tau)$ each of Alice and Bob can take one of the following four pure classical strategies:

$$g_A^{t}(x_i) = 0; \quad g_B^{t}(x_i) = 1; \quad g_A^{t}(x_i) = x_i; \quad g_B^{t}(x_i) = x_i \oplus 1;$$

where $g_A^{t}(x_i) = 0$ means that $i$th party takes the action 0 whatever be the type and similarly for the other
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cases; \( \oplus \) denotes modulo 2 sum. For the conflicting case (i.e., \( \tau > \kappa \)) there are three equilibrium strategies \( e_{q1} \equiv (g_1^1, g_B^2) \), \( e_{q2} \equiv (g_1^3, g_B^4) \), and \( e_{q3} \equiv (g_1^4, g_B^3) \) whenever \( \kappa < \frac{\tau}{2} \), with corresponding payoffs being \( (F_A^{eq}, F_B^{eq}) = \left( \frac{11}{16}, \frac{3}{16} + \frac{\kappa}{2} \right) \), \( (F_A^{eq}, F_B^{eq}) = \left( \frac{2}{16}, \frac{3}{16} + \frac{\kappa}{2} \right) \), and \( (F_A^{eq}, F_B^{eq}) = \left( \frac{3}{16}, \frac{3}{16} + \frac{\kappa}{2} \right) \). For \( \kappa > \frac{\tau}{2} \), there are also three equilibrium strategies \( e_{q1} \equiv (g_1^1, g_B^2) \), \( e_{q2} \), and \( e_{q3} \) with payoff for the strategy \( e_{qj} \) being \( (F_A^{eq}, F_B^{eq}) = \left( \frac{1}{2}, \frac{1}{2} \right) \). For the parameter value \( \kappa > 1 \), all the three equilibria are unfair and in every case Bob’s payoff is greater than that of Alice. Note that in this case \( (\kappa > 1) \) even no fair correlated equilibrium strategy is possible. The case where \( \kappa + \tau = 3/2 \) give a fair equilibrium strategy as occurred in the conflicting game of [3]. When \( \tau < \kappa \) the game turns out to be a common interest game. In this case there is only one equilibrium strategy, \( (g_1^1, g_B^2) \) when \( \kappa < \frac{3}{4} \), and \( (g_1^3, g_B^4) \) otherwise, with payoff with strategy \( (g_1^1, g_B^2) \) and \( (g_1^3, g_B^4) \). Since any classical (local realistic) advice can be written as \( P(y_A, y_B|x_A, x_B) = \int dx P(y_A|x_A, \lambda) P(y_B|x_B, \lambda), \) with \( \lambda \) being a local variable (also hidden variable by the quantum foundation community), convexity ensures that using any such advice it is not possible to overcome the equilibrium payoffs. However in quantum world there are no-signaling correlations that are not of this local realistic form (thus called nonlocal) and hence there may be a possibility to overcome the classical equilibrium payoffs.

3 2-2-2 no-signaling correlations

For the two-party scenario with two two-outcome measurements for each party, we denote the joint probability distribution as \( P(ab|ij) \), where the outcomes \( a, b \in \{+, -\} \) and the measurement settings \( i, j \in \{0, 1\} \). We can express the joint distribution as:
\[
(P(+) = P(ij) + P(-|ij), P(-|ij), P(+|ij), P(-|ij))
\]
\[
= (c_{ij}, m_1 - m_{ij}, n_1 - c_{ij}, 1 - n_{ij} - m_{ij} + c_{ij}).
\]

(2)

Here \( m_{ij} := P(+) = P(+) + P(-|ij) \) and \( n_{ij} := P(+) + P(+) + P(+) + P(+) \) denote the corresponding marginal probabilities of Alice and Bob, with positivity imposing the restrictions, \( 0 \leq m_{ij} + n_{ij} - 1 \) \( \leq c_{ij} \leq \min\{m_{ij}, n_{ij}\} \) \( \forall i, j \). According to no-signaling Alice’s marginal outcome probability should not depend on Bob’s measurement settings and vice versa, which can be expressed as \( m_{00} = m_{01} := m_0, m_{10} = m_{11} := m_1, n_{00} = n_{01} := n_0, n_{10} = n_{11} := n_1 \). The celebrated Bell-CHSH expression is given by, \( \mathbb{B} = (00) + (01) + (10) - (11) \), where \( (ij) := P(+) = P(-|ij) - P(+) = P(-|ij) + P(-|ij) \). A no-signaling probability distribution has a local realistic description if and only if it satisfies the Bell-CHSH inequality, i.e., if \( |ij| |\mathbb{B}| \leq 2 \). In terms of probabilities, the Bell-CHSH expression becomes,
\[
\mathbb{B} = 2 + 4(c_{00} + c_{01} + c_{10} - c_{11}) - 4(m_0 + m_0).
\]

4 Our result and discussion

In the Bayesian game described above, the two players can be commonly advised by a general no-signaling correlation. Then, Alice’s and Bob’s average payoffs, respectively, read:
\[
P_A^{NS} = \frac{1}{16} \left[ 3 + 3/2 \mathbb{B} + 2(m_0 + m_0) + (m_1 + m_1) \right],
\]
\[
P_B^{NS} = \frac{1}{16} \left[ (10\tau - 2\kappa) + (\tau + \kappa)\mathbb{B} + 4(\kappa - \tau)(m_0 + m_0) + (3 - 4\tau)(m_1 + m_1) + 4(\kappa + \tau - 3/2) c_{11} \right].
\]

A no-signaling nonlocal advice outperforms some classical equilibrium payoff \( (F_A^{eq}, F_B^{eq}) \) if \( P_i^{NS} > P_i^{eq} \), for \( i = A, B, \).

We show that such nonlocal correlations can outperform the unfair classical equilibrium strategies of such Bayesian games (see [4] for detail). Furthermore we find that unlike for the case of fair strategy the notion of quantum equilibrium is not a valid one for unfair strategies. In this case a stronger refinement of the equilibrium concept, known as social optimality. Given a quantum advice, the choice of measurement settings (strategies), one by each player, will be called social optimality if the sum of all players’ payoffs is maximum. We also show that quantum advice can provide unfair social optimal strategies better than the classical one. Although we have considered a particular class but our analysis points out the effectiveness of nonlocal advice over any classical correlation. We have also completely characterize the no-signaling advice providing advantage in these games over the fair and unfair classical equilibrium strategies.
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Abstract. Bell inequality violations have been demonstrated in systems involving up to fourteen particles, but testing a Bell inequality becomes increasingly challenging as the number of parties involved increases. Yet, nonlocal correlations constitute a resource for device-independent information processing. Here, we construct a Bell correlation witness, and show that it can be used to demonstrate that a state is Bell correlated in situations where no Bell test can be performed. We report on an experimental violation of the witness with about 480 atoms in a Bose-Einstein condensate. This opens the way for the study of Bell nonlocality in many-body systems.

The violation of a Bell inequality is the key to device-independent information processing. This allows one to achieve tasks with one of the strongest form of security known today. Security both against powerful adversaries and in face of experimental uncertainties such as systematic measurement errors. Device-independent quantum key distribution (QKD) is an early example of device-independent information processing [1]. Today, more such tasks are known, including the certification of quantum computation [2], of quantum states and measurements [3], and randomness generation [4].

While most device-independent protocols rely on the violation of bipartite Bell inequalities, new forms of correlations are known to arise in presence of a larger number of parties [5]. Testing a Bell inequality on many parties is however technically challenging. Indeed, a Bell test requires addressing of individual particles, which is seldom possible when dealing with more than a few tens of particles. The number of measurements that need to be performed also increases rapidly with the number of parties, and multipartite Bell inequalities typically involve many-body correlations functions, which are difficult to evaluate on systems involving many particles.

Building on the result of [6], we consider here the situation in which well-characterized collective measurements are performed on an ensemble of particles. Using the few-body correlator inequality from [6], we construct a witness operator for Bell correlated quantum states. This witness only involves up to the second moment of two collective measurements (see [7] for more details). It is thus amenable to experimental test on large systems.

We test this witness on a Bose-Einstein Condensate (BEC) of about 480 Rubidium atoms prepared in a spin-squeezed state. An experimental violation of the witness by 3.8 standard deviations is observed (see figure 1), thus demonstrating that the measured state can useful for device-independent tasks.

Figure 1: Experimental value of the witness $W$ upon variation of a parameter $\theta$ (see [7] for more details). Non-Bell-correlated states can only achieve a value of $W \geq 0$. The red dot is 3.8 standard deviations from the bound, demonstrating that the measured state can useful for device-independent tasks.
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\textbf{Abstract.} Theoretically, witnessing entanglement is by measuring a special Hermitian observable, called entanglement witness (EW), which has non-negative expected outcomes for all separable states but can have negative expectations for certain entangled states. In practice, an EW implementation may suffer from two problems. The first one is \textit{reliability}. Due to unreliable realization devices, a separable state could be falsely identified as an entangled one. The second problem relates to \textit{robustness}. A witness may be suboptimal for a target state and fail to identify its entanglement. To overcome the reliability problem, we employ a recently proposed measurement-device-independent entanglement witness scheme, in which the correctness of the conclusion is independent of the implemented measurement devices. In order to overcome the robustness problem, we optimize the EW to draw a better conclusion given certain experimental data. With the proposed EW scheme, where only data post-processing needs to be modified comparing to the original measurement-device-independent scheme, one can efficiently take advantage of the measurement results to maximally draw reliable conclusions.

\textbf{Keywords:} entanglement witness, measurement device independent

\section{Introduction}

Witnessing the existence of entanglement is an important and necessary step for quantum information processing. In theory, entanglement can be witnessed by measuring a Hermitian observable $W$, whose output expectation for any separable state $\sigma$ is non-negative, $\text{Tr}(W\sigma) \geq 0$, but can be negative for certain entangled state $\rho$, $\text{Tr}(W\rho) < 0$. In this case, we call $W$ an entanglement witness (EW) for state $\rho$. In general, $W$ can be obtained by a linear combination of product observables, which can be measured locally on the subsystems.

In reality, EW implementation may suffer from two problems. The first one is \textit{reliability}. That is, one might conclude unreliable results due to imperfect experimental devices. If the realization devices are not well calibrated, the practically implemented observable $W'$ may deviate from the original theoretical design $W$, which can even be not a witness. That is, there may exist some separable states $\sigma$, such that $\text{Tr}[\sigma W'] < 0 \leq \text{Tr}[\sigma W]$. Branciard et al. proposed the measurement-device-independent entanglement witness (MDIEW) scheme \cite{1}, in which entanglement can be witnessed without assuming the realization devices. The MDIEW scheme is based on an important discovery that any entangled state can be witnessed in a nonlocal game with quantum inputs \cite{2}. In the MDIEW scheme, it is shown that an arbitrary conventional EW can be converted to be an MDIEW, which has been experimentally tested \cite{3}.

The second problem lies on the \textit{robustness} of EW implementation. Since each (linear) EW can only identify certain regime of entangled states, a given EW is likely to be ineffective to detect entanglement existing in an unknown quantum state. While a failure of detecting entanglement is theoretically acceptable, in practice, such failure may cause experiment to be highly inefficient. In a way, this problem becomes more serious in the MDIEW scenario, where the measurement devices are assumed to be uncharacterized and even untrusted. In this case, the implemented witness, which may although be designed optimal at the first place, can become a bad one which merely detects no entanglement. However, the observed experimental data may still have enough information for detecting entanglement. Therefore, the key problem we are facing here is that given a set of observed experimental data, what is the best entanglement detection capability one can achieve.

Here, we only briefly review our result and refer to Ref. \cite{4} for details.

\section{Reliable entanglement witness}

Focus on the bipartite scenario with Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$, with dimensions $\dim\mathcal{H}_A = d_A$ and $\dim\mathcal{H}_B = d_B$. For a bipartite entangled state $\rho_{AB}$ defined on $\mathcal{H}_A \otimes \mathcal{H}_B$, we can always find a conventional entanglement witness $W$ such that $\text{Tr}[W\rho_{AB}] < 0$ and $\text{Tr}[W\sigma_{AB}] \geq 0$ for any separable state $\sigma_{AB}$. Suppose $\{\omega_x^T\}$ and $\{\tau_y^T\}$ be two bases for Hermitian operators on $\mathcal{H}_A$ and $\mathcal{H}_B$, respectively. Thus, we can decompose $W$ on the basis $\{\omega_x^T \otimes \tau_y^T\}$ by $W = \sum_{x,y} \beta^{x,y}_{1,1} \omega_x^T \otimes \tau_y^T$, where $\beta^{x,y}_{1,1}$ are real coefficients and the transpose is for later convenience.

An MDIEW can be obtained by

$$J = \sum_{x,y} \beta^{x,y}_{1,1} p(1,1|\omega_x,\tau_y) \quad (1)$$

where $\beta^{x,y}_{1,1} = \beta^{x,y}$ and $p(1,1|\omega_x,\tau_y)$ is the probability of outputting $(a = 1, b = 1)$ with input states $(\omega_x, \tau_y)$. In the MDIEW design, Alice (Bob) performs Bell state measurement on $\rho_A$ ($\rho_B$) and $\omega_x$ ($\tau_y$).

As shown in Ref. \cite{1}, $J$ is linearly proportional to the conventional witness when the measurement is projecting onto the maximally entangled state $|\Phi^+_{AA}\rangle = 1/\sqrt{d_A} \sum_{i} |ii\rangle$ and $|\Phi^+_{BB}\rangle = 1/\sqrt{d_B} \sum_{j} |jj\rangle$, $J = \text{Tr}[W\rho_{AB}] / d_A d_B$. Thus, $J$ defined in Eq. (1) witnesses...
entanglement. Furthermore, it can be proved that such a witness is independent of the measurement devices.

3 Robust MDIEW

Now, we present a method to optimize the MDIEW given a fixed observed experiment data \( p(1, 1|\omega_x, \tau_y) \).

**Problem (formal):** For a given probability distribution \( p(1, 1|\omega_x, \tau_y) \), minimize

\[
J(\beta^{x,y}) = \sum_{x,y} \beta^{x,y} p(1, 1|\omega_x, \tau_y)
\]  

over all \( \beta^{x,y} \) satisfying

\[
\sum_{x,y} \beta^{x,y} \text{Tr} [\sigma_{AB}(\omega_x^T \otimes \tau_y^T)] \geq 0, \text{for any separable state } \sigma_{AB}
\]  

and \( \text{Tr} \left[ \sum_{x,y} \beta^{x,y} \omega_x^T \otimes \tau_y^T \right] = 1. \)

A possible solution to this problem is to try all entanglement witnesses to find the optimal one. However, it is proved that the problem of accurately finding such an optimal witness is NP-hard. Thus, our problem is also intractable for the most general case. The key for the problem being intractable is that there is no efficient way to characterize an arbitrary entanglement witness. In the bipartite case, an operator is a witness if and only if \( \text{Tr}[\sigma_{AB}W] \geq 0 \) for any separable state \( \sigma_{AB} \). As \( \sigma_{AB} \) can always be decomposed as a convex combination of separable states as \( |\psi\rangle_A |\phi\rangle_B \), the condition can be equivalently expressed as \( \langle \psi|_A \langle \phi|_B W |\psi\rangle_A |\phi\rangle_B \geq 0 \), for any pure states \( |\psi\rangle_A \) and \( |\phi\rangle_B \). The constraints for a witness \( W \) are very difficult to describe in the most general case, which makes our problem hard.

While, this problem can be resolved if we allow certain failure errors. A Hermitian operator \( W_\epsilon \) is defined as an \( \epsilon \)-level entanglement witness, when

\[
\text{Prob} \{ \text{Tr}[\sigma W_\epsilon] < 0 | \sigma \in S \} \leq \epsilon,
\]

where \( S \) is the set of separable states. That is, the operator \( W_\epsilon \) has a probability less than \( \epsilon \) to detect a randomly selected separable quantum state to be entangled. Intuitively, \( \epsilon \) can be regarded as a failure error probability. We refer to Ref. [5] for a rigorous definition. It is shown that the \( \epsilon \)-level optimal EW can be found efficiently for any given entangled state \( \rho \). In particular, constrained on \( \text{Tr}[W_\epsilon] = 1 \) and \( W_\epsilon \) to be an \( \epsilon \)-level EW, one can run a semi-definite programming (SDP) to minimize \( \text{Tr}[W_\epsilon \rho] \).

Following the method proposed in Ref. [5], we can solve the minimization problem given in Eq. (2) by allowing a certain failure probability \( \epsilon \). First, we relax the constraints. Instead of requiring being non-negative for all separable states, we randomly generate \( N \) separable states \( \{|\psi\rangle_A |\phi\rangle_B\} \) and require that

\[
\sum_{x,y} \beta^{x,y} (\omega_x^T \otimes \tau_y^T)_i \geq 0, \forall i \in \{1, 2, \ldots, N\},
\]

where \( (\omega_x^T \otimes \tau_y^T)_i = \langle \psi|_A \langle \phi|_B \omega_x^T \otimes \tau_y^T |\psi\rangle_A |\phi\rangle_B \). Then the problem can be expressed as

**Problem (\( \epsilon \)-level):** given a probability distribution \( p(1, 1|\omega_x, \tau_y) \), minimize

\[
J(\beta^{x,y}) = \sum_{x,y} \beta^{x,y} p(1, 1|\omega_x, \tau_y)
\]

over all \( \beta^{x,y} \) satisfying

\[
\sum_{x,y} \beta^{x,y} (\omega_x^T \otimes \tau_y^T)_i \geq 0, \forall i \in \{1, 2, \ldots, N\}, \text{for } N \text{ randomly generated separable states } \{|\psi\rangle_A |\phi\rangle_B\}
\]

Then, we can run an SDP to solve this problem. It is worth to remark that the problem can be similarly solved in the multipartite case.
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Abstract. The structural relation between multipartite entanglement and symmetry is one of the central mysteries of quantum mechanics. In this paper, we study the separability of quantum states in bosonic system. We show that mixture of multi-qubit Dicke state is separable if and only if its partial transpose is positive semi-definite, which confirms the hypothesis of [Wolfe, Yelin, Phys. Rev. Lett. (2014)]. We generalize this result to a class of bosonic states in $d \otimes d$ system and show that for general $d$, determine its separability is NP-hard although verifiable conditions for separability is easily derived in case $d = 3, 4$.
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Quantum entanglement has been regarded as a resource of cryptography and metrology. Therefore, it is a fundamental problem to qualitatively test whether a given state is entangled or not. In multipartite systems, a quantum state is called fully separable, not entangled, if it can be written as a statistical mixture of product states. Although it is known to be NP-Hard of testing separability [1], a considerable number of different separability criteria have been discovered (see the references in [4, 3]), including the famous Positive Partial Transpose(PPT) criterion [2]. One widely used tool of detecting entanglement is entanglement witnesses [5, 6]. Another key concept for entanglement detection is symmetry. The $k$-symmetric extension provides a hierarchy of separability criteria [7, 8, 9, 11, 10], which converges exactly to the set of separable states when $k$ goes to infinity.

Due to the essential role of symmetry played in entanglement theory, it becomes of great interest to study the relation between multipartite entanglement and symmetry, more precisely, the entanglement of bosonic system. For $N$-qubit bosonic system, a natural basis is $N$-qubit Dicke states(unormalized),

$$|D_{N,n}| := \binom{N}{n} P_{\text{sym}}(|0\rangle^n \otimes |1\rangle^{N-n}),$$

with $P_{\text{sym}}$ being the projection onto the Bosonic (fully symmetric) subspace, i.e., $P_{\text{sym}} = \frac{1}{N!} \sum_{\pi \in S_N} U_{\pi}$, the sum extending over all permutation operators $U_{\pi}$ of the $N$-qubit systems. Dicke states are particularly suitable for the cold atomic systems, where the particle number is usually thousands. Considerable efforts have been devoted to study entanglement of Dicke states, theoretically [12, 13, 14, 15, 16, 17], and experimentally [19, 18, 20, 21]. The separability of bosonic states, especially the role of PPT in the separability of bosonic system, has attracted lot of attention. Eckert et.al. proved that there is no PPT entanglement in three-qubit bosonic system [12]. After 10 years, the existence of four-qubit bosonic PPT entanglement is demonstrated in Ref. [22]. Particularly, analytical criteria of the separability of mixture of Dicke states(MDS) is highly desired, and has been pursued extensively [23, 24, 25, 26, 27]. For instance, in Ref. [25], Quesada et.al. provided the analytical expression for the best separable approximation of MDS by using the idea introduced by Lewenstein et.al. in [26]. In Ref. [27], Wolfe and Yelin proposed the hypothesis that MDS is separable if and only if it is PPT, according to their ideas on generating sufficient separability criteria numerically.

In this paper, we confirm the validity of the hypothesis that PPT indicates separability of mixture of Dicke state(MDS). The idea is also generalized to proved that the separability of mixture of bipartite high dimensional Dicke states is NP-complete, although very simple criterion is given when the local dimension is 3 or 4.

More precisely, we provide an analytical necessary and sufficient condition for $N$-qubit separability of the MDS, which was called diagonal symmetric states in previous literatures [23, 22, 24, 25, 27],

$$\rho = \sum_{n=0}^{N} \chi_n |D_{N,n}\rangle |D_{N,n}\rangle.$$

**Theorem 1** The MDS $\rho = \sum_{n=0}^{N} \chi_n |D_{N,n}\rangle |D_{N,n}\rangle$ is separable if and only if the following two Hankel Matrices [29] $M_0, M_1$ are positive semi-definite, i.e.,

$$M_0 := \begin{pmatrix} \chi_0 & \cdots & \chi_{m_0} \\ \cdots & \cdots & \cdots \\ \chi_{m_0} & \cdots & \chi_{2m_0} \end{pmatrix} \geq 0, \quad (1)$$

$$M_1 := \begin{pmatrix} \chi_1 & \cdots & \chi_{m_1} \\ \cdots & \cdots & \cdots \\ \chi_{m_1} & \cdots & \chi_{2m_1-1} \end{pmatrix} \geq 0, \quad (2)$$

where $m_0 := \lfloor \frac{N}{2} \rfloor$ and $m_1 := \lfloor \frac{N+1}{2} \rfloor$.

**Theorem 2** $N$-qubit MDS $\rho = \sum_{n=0}^{N} \chi_n |D_{N,n}\rangle |D_{N,n}\rangle$ is separable if and only if it is PPT. More precisely, $\rho$ is separable if and only if it is PPT under the partial transpose of $m_0 = \lfloor \frac{N}{2} \rfloor$ subsystems.
These techniques to study the multi-qubit Dicke states can be generalized to study the mixture of higher dimensional bipartite Dicke states,

$$\rho = \sum_{i,j=1}^{d} \chi_{i,j} |\psi_{i,j}\rangle\langle \psi_{i,j}|,$$

with $|\psi_{i,j}\rangle := \begin{cases} |ij\rangle & \text{if } i = j, \\ |ij\rangle + |ji\rangle & \text{otherwise}. \end{cases}$ being some basis of $d \otimes d$ symmetric subspace.

Recall the known hardness result on testing the membership of completely positive matrices in Ref. [28], we have

**Theorem 3** It is NP-Hard to decide whether $\rho = \sum_{i,j=1}^{d} \chi_{i,j} |\psi_{i,j}\rangle\langle \psi_{i,j}|$ is separable. On the other hand, for $d = 3, 4$, it is separable if and only if $\chi = (\chi_{ij})_{d \times d}$ is semi-definite positive.

In this paper, we study the separability of bosonic state. We prove the validity of the hypothesis of Ref. [27] by demonstrating an analytical condition for the separability of mixture of $N$-qubit Dicke states. These techniques are also applied on the mixture of $d \otimes d$ Dicke states, and hardness result is showed. We hope that our techniques for certifying entanglement witness and positive polynomials, may prove useful in furthering the understanding of entanglement.
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Abstract. We show that the entanglement of any rank-2 state quantified with any polynomial measure of entanglement can be expressed as a geometric problem on the corresponding Bloch sphere. This setting provides novel insight into the properties of entanglement and allows us to relate different polynomial measures to each other, simplifying their quantification. In particular, using the geometric structure of the concurrence, we show that the convex roof of any polynomial measure can be quantified exactly for rank-2 states which have only one or two unentangled states in their range. We give explicit examples by quantifying the three-tangle exactly for several representative classes of rank-2 three-qubit states. We also show how this method can be used to obtain analytical results for more complex systems if one can exploit symmetries in their geometry. We provide a direct application of the result by investigating the monogamy relations of multi-qubit systems.
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1 Introduction

Ever since the use of entanglement was recognised as a useful resource in many quantum information protocols, there has been a consistent effort to develop a comprehensive framework for entanglement quantification [1]. However, the promising results in quantifying bipartite entanglement did not easily generalise to systems of more parties, where even for the three-qubit case we only have analytical results in very few, special cases. In particular, the complex optimisation problems involved in the quantification of multipartite entanglement are a major obstacle to obtaining a full understanding of the properties of entanglement in general.

A particular class of well-studied and often-used measures of entanglement are the polynomial measures, such as the concurrence of two qubits, the three-tangle of three qubits, or generalised measures for any number of qubits and qudits. Their quantification for mixed states involves the difficult optimisation problem of evaluating the so-called convex roof, that is, minimising the entanglement over all possible pure-state decompositions. While the concurrence of any two-qubit state can be quantified exactly, the framework for quantification of entanglement of more qubits is in its infancy, and exact results have only been obtained in very few, special cases.

In this work [2, 3], we develop a geometric approach to understanding and quantifying convex roof-extended polynomial measures of entanglement, establishing a link between geometric and algebraic methods for entanglement quantification. Our approach reveals common relations between different polynomial measures on pure states and allows for a simplification of the problem of evaluating their convex roof on mixed states.

2 Results

Any rank-2 quantum system can be visualised in the well-known graphical representation called the Bloch sphere. We show that for any such state, the quantification of its entanglement corresponds to a geometric problem of measuring distances on the Bloch sphere. This approach allows the entanglement of all rank-2 states to enjoy a convenient visual representation, which considerably simplifies the study and understanding of their properties.

We first investigate the properties of the concurrence, derive its geometric structure in detail (see Fig. 1), and use geometric methods to fully quantify its convex roof. We then show that for all rank-2 states which have only one or two unentangled states in their range (their Bloch sphere), the geometric structure of all polynomial measures of entanglement is identical to that of the concurrence. We call such states one-root and two-root states, respectively. This result allows us to quantify the convex roof exactly, not just for the concurrence, but also for the three-tangle and for any other polynomial measure of any degree.

Using the geometric approach, we provide ex-
act, easily computable formulas for the entanglement of all one-root and two-root mixed states. We additionally prove an even stronger geometric result, showing that for all polynomial entanglement measures of degree 2, the entanglement of one-root states does not depend on the chosen convex decomposition and becomes trivial to compute.

Further, we show that several classes of four-qubit states have marginals which are one- or two-root states, meaning that the simplified entanglement properties are a common occurrence among all rank-2 three-qubit systems. We show a direct physical application of the relevant classes of states by investigating the monogamy of entanglement. In particular, we introduce a generalised form of the well-known Coffman-Kundu-Wootters monogamy relation [4] in which we consider multipartite entanglement in addition to the bipartite one, and we show that among four-qubit states this stronger form of monogamy is violated only for a small subset of states. Interestingly, all of the states in the violating subset have one-root marginals, allowing us to quantify exactly the three-partite entanglement in these states [5]. The exact quantification of the convex roof thanks to the simplified properties of one-root states is therefore crucial to understanding monogamy relations in systems of many qubits, proving the relevance of the geometric methods introduced in our work.

Lastly, we show that the geometric approach can be used beyond one- and two-root states, employing the case of the mixtures of GHZ and W states as an example. We rederive known results for this class of states [6] in the new approach, justifying its use in a broader range of states and showing that the geometric methods can be extremely helpful if the Bloch sphere of a the considered state enjoys certain symmetries.

3 Discussion

We introduced a geometric approach to characterising and quantifying convex roof-extended polynomial measures of entanglement, showing a relation between different measures and allowing for a simplification of the problem of quantifying their convex roof. While geometric methods have been employed in the study of entanglement, their application to quantifying polynomial measures of entanglement has not been explored before. We showed that this approach provides novel insight into the structure of entanglement for rank-2 states, allowing us to derive many simplified properties of such states and quantify their entanglement exactly in many relevant cases of three-qubit states as well as more complex systems.

We investigated the particularly simplified cases of one-root and two-root states, for which we can quantify the convex roof of any polynomial measure exactly. We showed that states of this type, in addition to being crucial in studying the generalised monogamy relations of entanglement, are a common occurrence among quantum states and thus of high importance in quantum information.

Our approach not only provides a convenient visual representation for the properties of entanglement, allowing us to introduce geometric insights and results into the problem of entanglement quantification, but also has immediate applications in the theory of quantum correlations.
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Abstract. A new additive and semidefinite programming (SDP) computable entanglement measure is introduced to upper bound the amount of distillable entanglement in bipartite quantum states by PPT operations. This quantity is always smaller than or equal to the logarithmic negativity, the previously best known SDP bound on distillable entanglement, and the inequality is strict in general. By using similar techniques, a succinct SDP characterization of the one-copy PPT-assisted deterministic distillation rate for any bipartite state is also obtained. We also resolve two open problems in entanglement theory by showing that the Rains’ bound is neither additive nor equal to the asymptotic relative entropy of entanglement. Finally, we introduce an SDP quantity not only to lower bound the entanglement cost of general bipartite states, but also to upper bound the PPT-assisted deterministic distillation rate.
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Introduction One basic entanglement measure is the entanglement of distillation, denoted by $E_D$, which characterizes the rate at which one can obtain maximally entangled states from an entangled state by local operations and classical communication (LOCC) [1, 2]. Entanglement cost $E_C$ [1, 3] is another fundamental measure in entanglement theory, which quantifies the rate for converting maximally entangled states to the given state by LOCC. Since both distillable entanglement and the entanglement cost are important but difficult to compute [4], it is of great importance to find the best approach to efficiently evaluate them.

Improved SDP upper bound on distillable entanglement The logarithmic negativity of a quantum state $\rho_{AB}$ is given by $E_N(\rho_{AB}):=\log_2 \min |\rho_{AB}^{T_B}|_1$ [5, 6]. We now introduce a new SDP quantity $E_W$ as follows:

$$E_W(\rho_{AB}) = \log_2 \min |X_{AB}^{T_B}|_1, \quad \text{s.t.} \quad X_{AB} \succeq \rho_{AB}.$$ 

Theorem 1 The function $E_W(\cdot)$ has the following properties:

i) **Additivity** under tensor product: $E_W(\rho_{AB} \otimes \sigma_{A'B'}) = E_W(\rho_{AB}) + E_W(\sigma_{A'B'}).$

ii) **Upper bound on PPT distillable entanglement:** $E_1(\rho_{AB}) \leq E_W(\rho_{AB}).$

iii) **Detecting genuine PPT distillable entanglement:** $E_W(\rho_{AB}) > 0$ if and only if $\rho_{AB}$ is PPT distillable.

iv) **Entanglement monotone under PPT operations:** $E_W(\Lambda(\rho_{AB})) \leq W(\rho_{AB})$ for any $\Lambda \in \text{LOCC}$ (and PPT).

v) **Improved bound over logarithmic negativity:** $E_W(\rho_{AB}) \leq E_N(\rho_{AB})$, and the inequality can be strict.

It is worth pointing out that $E_N$ has all properties i) to iv). In particular, for $\rho_{AB}^{(\alpha)} = \sum_{m=0}^2 |\psi_m\rangle\langle\psi_m|/3$ ($0 < \alpha \leq 0.5$) with $|\psi_0\rangle = \sqrt{\alpha}|01\rangle + \sqrt{1-\alpha}|10\rangle$, $|\psi_1\rangle = \sqrt{\alpha}|02\rangle + \sqrt{1-\alpha}|20\rangle$, and $|\psi_2\rangle = \sqrt{\alpha}|12\rangle + \sqrt{1-\alpha}|21\rangle$, we have $E_W(\rho_{AB}^{(\alpha)}) < E_N(\rho_{AB}^{(\alpha)})$.

Nonadditivity of Rains’ bound The Rains’ bound is arguably the best known upper bound of distillable entanglement [7]. As it is is proved to be equal to the asymptotic relative entropy of entanglement for Werner states [8] and orthogonally invariant states [9], one open problem is whether these two quantities always coincide. Another open problem is whether Rains’ bound is additive [9].

We resolve the above two open problems by introducing a class of two-qubit states $\rho_e$ whose clos-
est separable states can be derived by the result in Ref. [10]. Thus, the Rains’ bound of \( \rho \) is exactly given. Then we apply the algorithm in Refs. [11, 12] to demonstrate the gap between \( R(\rho^{\otimes 2}) \) and \( 2R(\rho) \). The example is \( \rho = \begin{pmatrix} 1/3 & 0 & 0 & 0 \\ 0 & 2/3 & x & 0 \\ 0 & x & 2/3 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \), where \( x = r + \frac{32r^2 - 10r + 1}{256r^2 - 160r + 33} + \frac{32\ln(5/8 - y^2) - 32\ln(5/8 + y^2)}{(16r - 5)y^{-1}} \), with \( y = (4r^2 - 5r/2 + 33/64)^{1/2} \).

**Theorem 2** For \( 0.45 \leq r \leq 0.548 \), we have \( R(\rho^{\otimes 2}) < 2R(\rho) \). Meanwhile, \( E_{R}^{\otimes 2}(\rho) < R(\rho) \).

It is now reasonable to define the asymptotic Rains’ bound, i.e., \( R^{\infty}(\rho) = \inf_{n \geq 1} \frac{1}{n} R(\rho^{\otimes n}) \). Clearly \( R^{\infty} \) would be a better upper bound for the distillable entanglement. How to evaluate this quantity remains open.

**Deterministic distillation rate** The deterministic entanglement distillation concerns about how to distill maximally entangled states exactly. The one-copy PPT-assisted deterministic distillation rate can be formalized as an SDP.

**Theorem 3** For bipartite state \( \rho_{AB} \),

\[
E_{T,0}^{(1)}(\rho_{AB}) = \max_{R} \left\{ \log_2 \| R^{\otimes n}_{AB} \|_{\infty}, \quad \text{s.t. } P_{AB} \leq R_{AB} \leq I_{AB} \right\},
\]

where \( P_{AB} \) is the projection onto \( \text{supp}(\rho_{AB}) \). And the asymptotic rate is given by \( E_{T,0}(\rho) := \sup_{n \geq 1} E_{T,0}^{(1)}(\rho^{\otimes n})/n = \lim_{n \to \infty} E_{T,0}^{(1)}(\rho^{\otimes n})/n \).

For a bipartite quantum state \( \rho_{AB} \), we define

\[
E_{M}(\rho_{AB}) = -\log_2 \max_{V_{AB}} \text{Tr} P_{AB} V_{AB}, \quad \text{s.t. } \text{Tr}[V_{AB}^{T_B}] = 1, V_{AB} \geq 0.
\]

We further show that \( E_{M}(\rho) \) is not only the upper bound of the deterministic distillation rate of \( \rho \), but also a lower bound for the asymptotic Rains’ bound.

**Theorem 4** For any bipartite state \( \rho \), \( E_{T,0}(\rho) \leq E_{M}(\rho) \leq R^{\infty}(\rho) \leq E_{C}(\rho) \).

The last inequality is from Ref. [13]. Interestingly, \( E_{M} \) also gives the PPT-assisted deterministic distillation rate for many special cases.

**Conclusions** We present a new and improved SDP upper bound \( E_{M} \) to the distillable entanglement. This quantity enjoys additional nice properties such as additivity under tensor product and monotonicity under both LOCC and PPT operations. Furthermore, we show that the Rains’ bound is neither additive nor equal to the asymptotic relative entropy of entanglement by constructing a class of two-qubit states. We also introduce the asymptotic Rains’ bound and give an SDP lower bound \( E_{M} \) for it, which provides an efficiently computable lower bound for the entanglement cost of general bipartite states for the first time. Finally, we provide a refined SDP for the one-copy PPT-assisted distillation rate and show that \( E_{M} \) is the best upper bound for the asymptotic rate. Proof details of our main results can be found in arxivs: 1601.07940 and 1605.00348.
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Abstract. Motivated by the notions of $k$-extendability and complete extendability of the state of a finite level quantum system as described by Doherty et al (Phys. Rev. A, 69:022308), we introduce parallel definitions in the context of Gaussian states and using only properties of their covariance matrices derive necessary and sufficient conditions for their complete extendability. It turns out that the complete extendability property is equivalent to the separability property of a bipartite Gaussian state. We also give proof for this in general bipartite quantum states (need not be of finite dimensions). We further show that maximum extendability number can be used as a measure of entanglement for Gaussian states.

Following the proof of quantum de Finetti theorem as outlined in Hudson and Moody (Z. Wahrscheinlichkeitstheorie und Verw. Gebiete, 33(4):343–351), we show that separability is equivalent to complete extendability for a state in a bipartite Hilbert space where at least one of which is of dimension greater than 2. This, in particular, extends the result of Fannes, Lewis, and Verbeure (Lett. Math. Phys. 15(3): 255–260) to the case of an infinite dimensional Hilbert space whose $C^*$ algebra of all bounded operators is not separable.

Keywords: Gaussian state, exchangeable Gaussian state, extendability, entanglement, measure of entanglement.

1 Introduction

One of the most important problems in quantum mechanics as well as quantum information theory is to determine whether a given bipartite state is separable or entangled [5]. There are several methods in tackling this problem leading to a long list of important publications. A detailed discussion on this topic is available in the survey articles by Horodecki et al [3], and Gühne and Tóth [2]. One such condition which is both necessary and sufficient for separability in finite dimensional product spaces is complete extendability [1].

Definition 1 Let $k \in \mathbb{N}$. A state $\rho \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B)$ is said to be $k$-extendable with respect to system $B$ if there is a state $\tilde{\rho} \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B^{(k)})$ which is invariant under any permutation in $\mathcal{H}_B^{(k)}$ and $\rho = \text{Tr}_B^\gamma H_k^\gamma \tilde{\rho}$, $k \geq 2$.

A state $\rho \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B)$ is said to be completely extendable if it is $k$-extendable for all $k \in \mathbb{N}$.

The following theorem of Doherty, Parrilo, and Spedalieri [1] emphasizes the importance of the notion of complete extendability.

Theorem A:[1] A bipartite state $\rho \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B)$ is separable if and only if it is completely extendable with respect to one of its subsystems.

In this paper we have introduced concept of extendability of Gaussian states. We have further shown that any state in a bipartite Fock space is extendable if and only if it is separable. We have reduced these conditions in terms of simple matrix inequalities which in principle can be solved by computer programmes.

2 Gaussian extendability

Definition 2 (Gaussian extendability) Let $k \in \mathbb{N}$. A Gaussian state $\rho_\theta$ in $\Gamma(\mathbb{C}^m) \otimes \Gamma(\mathbb{C}^n)$ is said to be Gaussian $k$-extendable with respect to the second system if there is a Gaussian state $\rho_{\theta}$ in $\Gamma(\mathbb{C}^m) \otimes \Gamma(\mathbb{C}^n)^{(k)}$ which is invariant under any permutation in $\Gamma(\mathbb{C}^n)^{(k)}$ and $\rho_{\theta} = \text{Tr}_{\Gamma(\mathbb{C}^m) \otimes \Gamma(\mathbb{C}^n)^{(k-1)}} \tilde{\rho}$, $k \geq 2$.

A Gaussian state $\rho_\theta$ in $\Gamma(\mathbb{C}^m) \otimes \Gamma(\mathbb{C}^n)$ is said to be Gaussian completely extendable if it is Gaussian $k$-extendable for every $k \in \mathbb{N}$.

Theorem 3 Let $\rho$ be a bipartite Gaussian state in $\Gamma(\mathbb{C}^m) \otimes \Gamma(\mathbb{C}^n)$ with covariance matrix $S = \begin{bmatrix} A & B^T \\ B & C \end{bmatrix}$, where $A$ and $C$ are marginal covariance matrices of the first and second system respectively. Then $\rho$ is completely extendable with respect to the second system if and only if there exists a real positive matrix $\theta$ such that

$$C + \frac{i}{2} J_{2n} \geq \theta \geq B^T \left( A + \frac{i}{2} J_{2m} \right)^{-2} B,$$

where $(A + \frac{i}{2} J_{2m})^{-1}$ is the Moore-Penrose inverse of $A + \frac{i}{2} J_{2m}$.

Theorem 4 Any separable Gaussian state in a bipartite system is completely extendable.
Theorem 5 Any two-mode quantum Gaussian state $\rho$ is completely extendable if and only if it is separable.

Theorem 6 If a state $\rho$ (not necessarily Gaussian) on a bipartite Fock space is completely extendable, then it is separable.

3 Complete extendability and separability in general case

Consider a separable Hilbert space $\mathfrak{h}$ and denote $\mathcal{B} = \mathcal{B}(\mathfrak{h})$ the $C^*$ algebra of all bounded operators on $\mathfrak{h}$. Let $\mathcal{B}_n = \mathcal{B}(\mathfrak{h}^\otimes n) = \mathcal{B}^\otimes n$ be the $n$-fold tensor product of copies of $\mathcal{B}$. Let $\mathcal{B}^\infty$ be the $C^*$ inductive limit of $\mathcal{B}_n$ and $\mathcal{S}$ denote the set of all states in $\mathcal{B}^\infty$ equipped with the weak* topology. Then $\mathcal{S}$ is a compact convex set. For any $\omega \in \mathcal{S}$, define

$$\omega_n(X) = \omega(i_n(X)), \quad X \in \mathcal{B}_n.$$ 

Then $\omega_n$ is a state in $\mathcal{B}_n$ for all $n$ and

$$\omega_{n-1}(X) = \omega_n(X \otimes I), \quad \forall X \in \mathcal{B}_{n-1}, \quad n = 2, 3, \cdots.$$ 

in other words $\{\omega_n\}$ is a consistent family of states in $\{\mathcal{B}_n\}, \quad n = 2, 3, \cdots$ with the projective limit $\omega$.

Conversely, let $\omega_n$ be a state in $\mathcal{B}_n$ for each $n = 1, 2, 3, \cdots$ such that $\omega_n(X \otimes I) = \omega_{n-1}(X \otimes I), \quad \forall X \in \mathcal{B}_{n-1}, \quad n = 2, 3, \cdots$. Then there exists a unique state $\omega$ in $\mathcal{B}^\infty$ such that

$$\omega(i_n(X)) = \omega_n(X), \quad \forall X \in \mathcal{B}_n, \quad n = 2, 3, \cdots.$$ 

Definition 7 A state $\omega$ in $\mathcal{B}^\infty$ is said to be locally normal if each $\omega_n$ in $\mathcal{B}_n, \quad n = 1, 2, \cdots$ is determined by a density operator $\rho_n, \quad n = 1, 2, \cdots$, i.e., a positive operator $\rho_n$ of unit trace in $\mathfrak{h}^\otimes n$ satisfying

$$\omega_n(X) = \text{Tr} \rho_n X, \quad X \in \mathcal{B}_n, \quad n = 1, 2, \cdots.$$ 

Then the relative trace of $\rho_n$ in $\mathfrak{h}^\otimes n$ over the last copy of $\mathfrak{h}$ is equal to $\rho_{n-1}$ for each $n = 2, 3, \cdots$.

Definition 8 A state in $\mathcal{B}^\infty$ is said to be exchangeable if for any permutation $\pi$ of $\{1, 2, \cdots, n\}$ and operators $X_j \in \mathcal{B}, \quad i = 1, 2, \cdots, n$

$$\omega_n(X_{\pi(1)} \otimes X_{\pi(2)} \otimes \cdots \otimes X_{\pi(n)}) = \omega_n(X_1 \otimes X_2 \otimes \cdots \otimes X_n) = \omega(i_n(X_1 \otimes X_2 \otimes \cdots \otimes X_n)).$$

We shall now describe a version of quantum de Finetti theorem due to Hudson and Moody [4] (see also Størmer [6] for an abstract $C^*$ algebraic version) which we shall make use of in our analysis of complete extendability - separability problem. To this end denote by $\mathcal{R}_n$ the set of all density operators on $\mathfrak{h}$. Viewing $\mathcal{R}_n$ as a subset of the dual of $\mathcal{B} = \mathcal{B}_n$, equip it with the relative topology inherited from the weak* topology. Let $\mathcal{P}_n$ denote the set of all probability measures on the Borel $\sigma$-algebra of $\mathcal{R}_n$.

Theorem 9 [Hudson and Moody] A locally normal state $\omega$ on $\mathcal{B}^\infty$ is exchangeable if and only if there exists a probability measure $P_{\omega}$ in $\mathcal{P}_\infty$ such that

$$\omega(i_n(X)) = \int_{\mathcal{R}_n} \text{Tr} \rho^\omega \otimes \cdots \otimes \rho^\omega \text{d} P_{\omega}, \quad \forall X \in \mathcal{B}_n, \quad n = 1, 2, \cdots.$$ 

The correspondence $\omega \mapsto P_{\omega}$ between the set of locally normal and exchangeable states and the set $\mathcal{P}_\infty$ of probability measures on $\mathcal{R}_\infty$ is bijective.

Remark 1 Theorem 9 shows that exchangeability property automatically implies that every finite dimensional projection of $\omega$, namely $\omega_n$, is separable. It is natural to expect that complete extendability would force separability.

Theorem 10 Let $\mathfrak{h}_0, \mathfrak{h}$ be Hilbert spaces with dim $\mathfrak{h}_0 > 2$ and $\rho$ be a density operator in $\mathfrak{h}_0 \otimes \mathfrak{h}$. Let $\mathcal{B}_n = \mathcal{B}((\mathfrak{h}_0 \otimes \mathfrak{h}^\otimes n)), \quad n = 0, 1, 2, \cdots$. Suppose there exist density operators $\rho_n$ in $\mathfrak{h}_0 \otimes \mathfrak{h}^\otimes n, \quad n = 1, 2, \cdots$ satisfying the following properties:

1. $\rho_1 = \rho$ and

$$\text{Tr} \rho_n(X \otimes I) = \text{Tr} \rho_{n-1}X, \quad X \in \mathcal{B}_n,$$

$I$ being the identity in $\mathfrak{h}, \quad n = 1, 2, \cdots$.

2. For any $X_0 \in \mathcal{B}(\mathfrak{h}_0), \quad Y_j \in \mathcal{B}(\mathfrak{h}), \quad j = 1, 2, \cdots, n$ and any permutation $\pi$ of $\{1, 2, \cdots, n\}$

$$\text{Tr} \rho_n X_0 \otimes Y_1 \otimes \cdots \otimes Y_n = \text{Tr} \rho_0 X_0 \otimes Y_{\pi(1)} \otimes \cdots \otimes Y_{\pi(n)}.$$ 

Then $\rho$ is separable in $\mathfrak{h}_0 \otimes \mathfrak{h}$. Furthermore $\rho_n$ is separable in $\mathfrak{h}_0 \otimes \mathfrak{h}^\otimes n, \quad n = 1, 2, \cdots$.

Results of this paper are taken from http://arxiv.org/abs/1601.02365. The last theorem will be posted soon in a separate preprint.
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