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The largest possible gaps between quantum and classical algorithms

Andris Ambainis

University of Latvia

Abstract. We investigate the biggest possible gaps between quantum and classical algorithms in the query model of computation (which encompasses most of the known quantum algorithms). We consider two settings: computing partial functions and computing total functions.

For partial functions, we exhibit a property-testing problem called Forrelation, where one needs to decide whether one Boolean function is highly correlated with the Fourier transform of a second function. We show that this problem can be solved using 1 quantum query but any randomized algorithm needs $\Omega(\sqrt{N}/\log N)$ queries (improving an $\Omega(N^{1/4})$ lower bound of Aaronson). We also show that this separation is close to being optimal: any 1-query quantum algorithm can be simulated by a randomized algorithm that makes $\Omega(\sqrt{N})$ queries and any t-query quantum algorithm whatsoever can be simulated by an $\Omega(N^{1-1/2t})$-query randomized algorithm. We conjecture that a natural generalization of Forrelation achieves the optimal $t$ versus $\Omega(N^{1-1/2t})$ separation for all $t$.

For total functions, much smaller gaps between different models of computation are achievable (due to the fact that the algorithm must output a decisive answer on every input). Before our work, the biggest known gap for total functions was the quadratic gap achieved by Grover’s search algorithm. We improve on this, showing a function that can be computed by a quantum algorithm making $m$ queries but requires $\Omega(m^4/\log^c m)$ queries for deterministic algorithms. We also substantially improve the biggest known advantage for exact quantum algorithms (algorithms that always output the correct answer), to a nearly-quadratic ($m$ queries for an exact quantum algorithms vs. $\Omega(m^2/\log^c m)$ queries for classical algorithms) and solve two longstanding open questions about relations between classical models of computation: - we show a function that can be computed by a randomized algorithm making $m$ queries but requires $\Omega(m^2/\log^c m)$ queries deterministically, improving over a result by Snir from 1986; - we show the first example of a function for which randomized algorithms that are allowed to make a mistake with a small probability are better than zero-error randomized algorithms.
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Abstract. We introduce novel algorithms for the quantum simulation of molecular systems which are asymptotically more efficient than those based on the Lie-Trotter-Suzuki decomposition. Our results build upon recent techniques for simulating Hamiltonian evolution using a Taylor series. The key difficulty in applying algorithms for general sparse Hamiltonian simulation to quantum chemistry is that a query, corresponding to computation of an entry of the Hamiltonian, is difficult to compute. This means that the gate complexity would be much higher than quantified by the query complexity. We solve this problem with a novel quantum algorithm for on-the-fly computation of integrals that is exponentially faster than classical sampling. We apply this technique in two different representations. First, we use the second quantized molecular Hamiltonian, which can be decomposed into local Hamiltonians. Second, we use the Configuration Interaction representation of the molecular Hamiltonian, which we decompose into 1-sparse matrices using a novel decomposition that leads to improved scaling. Our second approach yields gate complexity scaling as $\eta^2 N^3$, where $N$ is the number of spin orbitals and $\eta$ is the number of electrons. This is a dramatic improvement over the best previous approach which formally scaled as $N^8$.
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evaluate this integral with only logarithmic cost in the number of grid points. This speedup is possible, because the integral is only used for the weighting of terms in the Hamiltonian evolution, and the algorithm does not need to output an explicit value of the integral. Our algorithms also need to use a database of the orbitals, with complexity $\tilde{O}(N)$.

We first use the second quantized molecular Hamiltonian, where the spin-orbital system is encoded on $N$ qubits, which yields complexity $\tilde{O}(N^5 \eta t)$. Our best result uses the Configuration Interaction representation of the Hamiltonian, where the sparseness is $d = \tilde{O}(\eta^2 N^2)$, together with a novel decomposition of the Hamiltonian into only $\tilde{O}(d)$ 1-sparse Hamiltonians (whereas general decomposition techniques require at least $d^2$). This enables us to obtain complexity scaling as $\tilde{O}(\eta^2 N^3 t)$, which is a significant improvement in $N$. Moreover, the scaling is logarithmic in $\epsilon$. It has been shown that for real molecules, the scaling of the original Trotterized quantum chemistry algorithm can be significantly improved [6–10]. Similarly, for real molecules, the complexity of our algorithm is likely to be further improved; this is a question for future work.

In summary, we have provided practical quantum algorithms to solve an industrially important problem (quantum chemistry) with the lowest asymptotic complexity in the literature. Our improved scalings should allow for the quantum simulation of molecular systems much larger than would be possible using Trotter-based methods.

Method

Our technique builds upon the simulation procedure described in [20], which we first summarize. Given a Hamiltonian that is a weighted sum of unitaries, the
truncated Taylor series of the propagator can also be expressed as a weighted sum of unitary operators. To implement this sum, an ancilla register is prepared in a superposition state with amplitudes proportional to the square roots of the coefficients of terms in the Taylor series sum. This task is performed using an operator referred to as \(B\). Next, an operator is applied to the system which coherently executes a single term in the Taylor series sum that is selected according to the ancilla register. This task is performed using an operator referred to as \(B^{\dagger}\text{select}(H)\). By applying \(B^{\dagger}\text{select}(H)B\), one probabilistically simulates evolution under the propagator. The algorithm is made deterministic using oblivious amplitude amplification [19]. This procedure is implemented on many time segments to obtain the complete evolution.

In second quantization one can expand the molecular electronic structure Hamiltonian as a sum of unitaries via

\[
H = \sum_{ij} h_{ij} a_i^\dagger a_j + \frac{1}{2} \sum_{ijkl} h_{ijkl} a_i^\dagger a_j^\dagger a_k a_l = \sum_{\gamma=1}^{\Gamma} W_\gamma H_\gamma, 
\]

where the operators \(a_i^\dagger\) and \(a_j\) obey the fermionic anti-commutation relations and the scalar coefficients \(W_\gamma\) are given as spatial integrals with no closed-form analytical solution. The state is represented on the quantum computer using \(N\) qubits to indicate the occupation of each of the orbitals. Using the Jordan-Wigner transformation [22, 23], the fermionic operators can be written as sums of unitary operators \(H_\gamma\), which are just tensor products of Pauli operators. The number of these operators is \(\Gamma = \mathcal{O}(N^4)\).

One might construct the operator \(B\) by precomputing the \(W_\gamma\) and using a database to prepare the ancilla superposition state. However, accessing this data would have time complexity of at least \(\Omega(\Gamma)\). The number of segments is also \(\Omega(\Gamma)\), so that approach would yield complexity no better than \(N^8\), not improving over Lie-Trotter formulas. Instead, we exploit the fact that the \(W_\gamma\) are defined by integrals. We approximate these integrals as finite Riemann sums so that

\[
W_\gamma = \int_{\mathcal{Z}} w_\gamma(\mathcal{Z}) \, d\mathcal{Z} \approx \frac{1}{\mu} \sum_{\rho=1}^{\mu} w_\gamma(\mathcal{Z}_\rho),
\]

where \(\mathcal{Z}_\rho\) is a point in the integration domain at grid point \(\rho\). Equation (2) represents a discretization of the integrals defining the \(W_\gamma\) using \(\mu\) grid points where the domain of the integral, denoted as \(\mathcal{Z}\), has been truncated to have total volume \(\mathcal{V}\). This truncation is possible because the functions \(w_\gamma(\mathcal{Z})\) can be chosen to decay exponentially for molecules studied in chemistry. Our algorithm is effectively able to compute this integral with complexity logarithmic in the number of grid points.

If we were to use the decomposition of the Hamiltonian directly with this integral, then the complexity would not be improved because of the difficulty of preparing a state with amplitudes \(\sqrt{w_\gamma(\mathcal{Z}_\rho)}\). Instead we further decompose each \(w_\gamma(\mathcal{Z}_\rho)\) into a sum of terms which differ only by a sign. The decomposition is of the form

\[
w_\gamma(\mathcal{Z}) \approx \zeta \sum_{m=1}^{M} w_{\gamma,m}(\mathcal{Z}), \quad w_{\gamma,m}(\mathcal{Z}) \in \{-1, +1\}. \tag{3}
\]

Using this decomposition, we can express the Hamiltonian as a sum of unitaries weighted by identical amplitudes which differ only by an easily computed sign,

\[
H = \frac{\zeta \sqrt{\mathcal{V}}}{\mu} \sum_{\gamma=1}^{\Gamma} \sum_{m=1}^{M} \sum_{\rho=1}^{\mu} w_{\gamma,m}(\mathcal{Z}_\rho) H_\gamma. \tag{4}
\]

The number of terms in the sum has been greatly increased, but the complexity is only logarithmic in the number of terms in the sum. This representation enables us to implement \(B\) by making a single query to the integrand. For quantum chemistry the cost of sampling the integrand is \(\mathcal{O}(N)\), which is needed to access a database of orbitals, which are chosen in advance classically. The number of time segments required for the simulation is \(\mathcal{O}(N^4 t)\), resulting in an overall complexity for the simulation of \(\mathcal{O}(N^5 t)\).

Our second algorithm uses the Configuration Interaction representation of the Hamiltonian (known as the CI matrix). The CI matrix uses a compressed basis, where the numbers of the occupied orbitals are stored, rather than the using qubits for all the orbitals. This reduces the number of qubits needed to store the state to \(\mathcal{O}(\eta \log N)\), where \(\eta\) is the number of electrons. Though the CI matrix cannot be expressed as a sum of polynomially many local Hamiltonians, a paper by Toloui and Love [24] demonstrated that the CI matrix can be decomposed as a sum of \(\mathcal{O}(N^4)\) 1-sparse Hermitian operators.

If we were to just use the decomposition technique of Toloui and Love we would obtain the same scaling as in our first algorithm. Instead we introduce a decomposition into \(\mathcal{O}((\eta^2 N^2)\) 1-sparse Hermitian operators. This technique is based on taking the \(i^{th}\) occupied orbital in the list, and exciting it by \(p\), and the \(j^{th}\) occupied orbital and exciting it by \(q\). Since \(i\) and \(j\) are at most \(\eta\), and \(p\) and \(q\) can each take \(\mathcal{O}(N)\) different values, the total number of alternatives is \(\mathcal{O}(\eta^2 N^2)\).

Given \(i, j, p, q\), one can connect a list of occupied orbitals \(\alpha\) to a list of occupied orbitals \(\beta\). The subtlety is that we also need to be able to obtain \(\alpha\) from \(\beta\), and the simple scheme would be ambiguous. To resolve the ambiguity, we first choose whether \(i\) and \(j\) are taken as indexing the occupied orbitals in \(\alpha\) or \(\beta\) according the separation of the occupied orbitals, in such a way as to minimize the ambiguity. Then we use two additional bits \(b_1, b_2\) to resolve the remaining ambiguity.

Using techniques introduced in [19], we further decompose the 1-sparse operators into unitary operators which are also self-inverse. In this representation, the Hamiltonian itself, rather than the coefficients of terms, is an integral over a Hermitian matrix-valued function. Accordingly, we can use the same strategy for computing integrals on-the-fly in order to compute matrix elements of the Hamiltonian. Due to the improved decomposition, the complexity is improved to \(\mathcal{O}(\eta^2 N^3 t)\).
References


Perfect commuting-operator strategies for linear system games

Richard Cleve\textsuperscript{1,2} Li Liu\textsuperscript{1,2} William Slofstra\textsuperscript{1}

\textsuperscript{1}Institute for Quantum Computing, University of Waterloo, Canada
\textsuperscript{2}School of Computer Science, University of Waterloo, Canada

Mermin [8] implicitly considers a non-local game that is sometimes called the magic square game (see also [11, 9, 1, 4]). This game is based around a system of linear equations over $\mathbb{Z}_2$ with nine variables and six equations. Generalizing the magic square game, Cleve and Mittal [3] investigate a class of games based on binary linear systems of the form $Mx = b$, where $M \in \mathbb{Z}_2^{m \times n}$ and $b \in \mathbb{Z}_2^m$. The non-local game associated with a binary linear system is:

Definition 1 Let $Mx = b$ be a binary linear system, so $M \in \mathbb{Z}_2^{m \times n}$ and $b \in \mathbb{Z}_2^n$. In the associated linear system game, Alice receives as input $s \in \{1, \ldots, m\}$, and Bob receives $t \in \{1, \ldots, n\}$, where $M_{st} = 1$. Alice outputs an assignment to the variables in equation $s$, and Bob outputs a bit. Alice and Bob win if Alice’s assignment satisfies equation $s$ and Alice’s assignment to variable $x_i$ is the same as Bob’s output bit.

A classical strategy is one where Alice and Bob do not share entanglement. It can be shown that $Mx = b$ has a perfect classical strategy (i.e., a strategy with success probability 1) if and only if the system of equations has a solution. An entangled quantum strategy is a strategy in which Alice and Bob share an entangled quantum state $|\psi\rangle$. In the tensor-product model, $|\psi\rangle$ is a bipartite state in a tensor product $\mathcal{H}_A \otimes \mathcal{H}_B$, and Alice and Bob’s measurements of this state are modeled as observables on $\mathcal{H}_A$ and $\mathcal{H}_B$ respectively.

It is shown in [3] that a binary linear system game has a perfect entangled strategy in the tensor-product model if and only if the linear system has a finite-dimensional operator solution in the following sense. We first express our linear systems in a multiplicative notation, so a vector $x \in \{\pm 1\}^n$ satisfies equation $\ell$ if and only if

$$x_{k_1}x_{k_2} \cdots x_{k_r} = (-1)^{b}$$

where $V_{\ell} = \{k_1, k_2, \ldots, k_r\} = \{1 \leq k \leq n : M_{k, \ell} = 1\}$ is the set of indices of variables in equation $\ell$. Next, we extend the binary variables (the $x_i$’s) to binary observables as:

Definition 2 (Operator solution) An operator solution to a binary linear system $Mx = b$ is a sequence of bounded self-adjoint operators $A_1, \ldots, A_n$ on a Hilbert space $\mathcal{H}$ such that:

(a) $A_i^2 = 1$ (that is, $A_i$ is a binary observable) for all $1 \leq i \leq n$.

(b) If $x_i$ and $x_j$ appear in the same equation (i.e., $i, j \in V_{\ell}$ for some $1 \leq \ell \leq m$) then $A_i$ and $A_j$ commute (we call this local compatibility).

(c) For each equation of the form $x_{k_1}x_{k_2} \cdots x_{k_r} = (-1)^{b}$, the observables satisfy

$$A_{k_1}A_{k_2} \cdots A_{k_r} = (-1)^{b}I$$

(we call this constraint satisfaction).

A finite dimensional operator solution to a binary linear system $Mx = b$ is an operator solution in which the Hilbert space $\mathcal{H}$ is finite dimensional.

The term “local compatibility” comes from quantum mechanics, where two observables commute if and only if they are compatible in the sense that they represent quantities which can be measured (or known) simultaneously. It is noteworthy that the result of [3] applies even when the Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ are allowed to be infinite dimensional; in this case, the operator solutions will still be finite dimensional.

In this paper we are interested in the commuting operator model for entanglement, in which $|\psi\rangle$ belongs to a joint Hilbert space $\mathcal{H}$, and Alice and Bob’s measurements are modeled as observables on $\mathcal{H}$ with the property that Alice’s observables commute with Bob’s observables. This model—which clearly subsumes the tensor-product model—is used in algebraic quantum field theory. For any non-local game, a finite-dimensional strategy in the commuting-operator model can be converted into a strategy in the tensor product model, but the precise relationship between the tensor-product model and the commuting-operator model is unknown in general. We refer to [13, 12, 7, 5] for more discussion.

The main result of our paper is that a binary linear system game has a perfect entangled strategy in the commuting-operator model if and only if the linear system has a (possibly-infinite-dimensional) operator solution. Our result relies on a useful characterization of the relations in Definition 2 using finitely-presented groups, which we call the solution group.

Definition 3 (Solution group) The solution group of a binary linear system $Mx = b$ is the group $\Gamma$ generated by $g_1, \ldots, g_n$ and $J$ satisfying the following relations (where $e$ is the group identity, and $[a, b] = ab^{-1}a^{-1}b^{-1}$ is the group commutator):

\begin{enumerate}
  \item \[ A_i^2 = 1 \text{ (that is, } A_i \text{ is a binary observable)} \text{ for all } 1 \leq i \leq n. \]
  \item \[ \text{If } x_i \text{ and } x_j \text{ appear in the same equation (i.e., } i, j \in V_{\ell} \text{ for some } 1 \leq \ell \leq m) \text{ then } A_i \text{ and } A_j \text{ commute (we call this local compatibility).} \]
  \item \[ \text{For each equation of the form } x_{k_1}x_{k_2} \cdots x_{k_r} = (-1)^{b}, \text{ the observables satisfy} \]
  \[ A_{k_1}A_{k_2} \cdots A_{k_r} = (-1)^{b}I \]
  \text{(we call this constraint satisfaction).} \]
\end{enumerate}
(a) \( g_i^2 = e \) for all \( 1 \leq i \leq n \), and \( J^2 = e \) (generators are involutions).

(b) \([g_i, J] = e\) for all \( 1 \leq i \leq n \) (\( J \) commutes with each generator).

(c) If \( x_i \) and \( x_j \) appear in the same equation (i.e., \( i, j \in V_i \) for some \( \ell \)) then \([g_i, g_j] = e\) (local compatibility).

(d) \( g_1^{M_1}g_2^{M_2}\cdots g_n^{M_n} = J^{\ell e} \) for all \( 1 \leq \ell \leq m \) (constraint satisfaction).

The new variable \( J \) acts as the scalar \(-1\) in an operator solution. In fact, an operator solution is a representation of the solution group with \( J = -1 \).

Now we are ready to give the full statement of our main theorem.

**Theorem 4** Let \( Mx = b \) be a binary linear system. The following statements are equivalent:

1. There is a perfect commuting-operator strategy for the non-local game associated to \( Mx = b \).
2. There is an operator solution for \( Mx = b \) (possibly on an infinite-dimensional Hilbert space).
3. The solution group for \( Mx = b \) has the property that \( J \neq e \).

As is typical with results of this type (compare for instance [10, Proposition 5.11]), the main difficulty in the proof arises in showing that an operator solution can be turned into a perfect strategy. In particular, an operator solution does not come with an entangled state. By considering the solution group \( \Gamma \), we construct a tracial state on the group algebra of \( \Gamma \) to use as our entangled state. In addition, the solution group captures some interesting properties of the linear system games, which we discuss shortly.

We do not know of any computational procedure which can determine if a binary linear system has a perfect entangled strategy. Arkhipov showed that, in the special case where each variable appears in exactly two constraints, there is a polynomial-time algorithm to determine if a perfect entangled strategy exists [2] (in this case, a game has a perfect commuting-operator strategy if and only if it has a perfect tensor-product strategy). For the general case, we can attempt to use the characterization of perfect strategies in [3] by searching for operator solutions over \( \mathbb{C}^d \), \( d \in \mathbb{N} \). It is decidable to determine if there is an operator solution over \( \mathbb{C}^d \) for fixed \( d \), and thus this naive procedure is guaranteed to find a perfect strategy if one exists. However, if a perfect strategy does not exist, then the naive procedure does not halt. We note that, for arbitrarily large \( d \), Ji gives examples of binary linear systems which have finite-dimensional operator solutions, but for which the solutions require dimension at least \( d \) [6].

In contrast, there is no apparent way to search through operator solutions over infinite-dimensional Hilbert spaces. What we can do instead is try to show that \( J = e \) in the group \( \Gamma \) by searching through products of the defining relations. Using our characterization, we see that this procedure will halt if and only if the linear system game does not have a perfect strategy in the commuting-operator model. Thus this problem would be decidable if the tensor-product model and commuting-operator model were equivalent. Determining whether or not these two models are equivalent is a well-known open problem due to Tsirelson [13].

A final comment is that our results easily generalize to linear systems over \( \mathbb{Z}_p \).
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Abstract. We prove that there is a trade-off relation between the entanglement cost and the number of rounds of communication, for two distant parties to accomplish a bidirectional quantum information task by local operations and classical communication (LOCC). We consider an implementation of a class of two-qubit controlled-unitary gate by LOCC assisted by shared entanglement, in an information theoretical scenario of asymptotically many input pairs and vanishingly small error. We prove the trade-off relation by showing that one ebit of entanglement per pair is necessary to be consumed for implementing the unitary by any two-round protocol, whereas the entanglement cost by a four-round protocol is strictly smaller than one ebit per pair.
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1 Introduction

When two distant parties collaborate to perform a distributed quantum information processing, it is necessary to communicate some information with each other. If the communication is restricted to be transmission of classical bits, it may also be necessary to make use of some entanglement shared in advance, depending on the task. Entanglement and classical communication are thus regarded as resources for distributed quantum information processing, and minimizing the cost of those resources has been one of the central issues in quantum information theory.

A relatively unexplored question about distributed quantum information processing is how the performance of a protocol to accomplish a task depends on the number of rounds of communication in the protocol [1]. It has been known that the performance of a protocol with more than one round of communication is strictly better than that of any protocol with only one round of communication, for several tasks such as entanglement distillation [2], quantum key distribution [3], state discrimination [4–6] and hypothesis testing [7–9]. However, few examples of tasks is known for which an $r'$-round protocol outperforms any $r$-round protocol and $2 \leq r < r'$, with the exception of the result of [5]. Moreover, to our knowledge, it is not known whether there exists a trade-off relation between the entanglement cost and the number of rounds of communication for a “genuinely bidirectional” task, which cannot be accomplished by any protocol with only one round of communication.

In this contribution, we investigate implementation of a bipartite unitary gate by LOCC (local operations and classical communication) assisted by shared entanglement, in an information theoretical scenario introduced in [10]. We prove that, for a class of two-qubit controlled-unitary gates, a four-round protocol outperforms all two-round protocols in reducing the entanglement cost. Thus we provide a first example of genuinely bidirectional tasks for which there is a trade-off relation between the entanglement cost and the number of rounds of communication. It is different from the trade-off relation between the entanglement cost and the classical communication cost, which exists, e.g., for remote state preparation [11–14].

Notations. $(\Phi_A)$, $(\Phi_K_n)$ and $(\Phi_{L_{n}})$ represent the maximally entangled state with the Schmidt rank $d$, $K_n$ and $L_n$, respectively. $\pi_d$ is the maximally mixed state of rank $d$. The fidelity and the trace distance between two quantum states $\rho$ and $\sigma$ are defined as $F(\rho, \sigma) := (\text{Tr}[\sqrt{\sqrt{\rho} \sqrt{\sigma} \sqrt{\rho} \sqrt{\sigma}}])^2$ and $||\rho - \sigma||_1 := \text{Tr}[\sqrt{\rho - \sigma}^2]$, respectively. We abbreviate $F(\rho, |\psi\rangle\langle\psi|) = F(\rho, |\psi\rangle)$.

For a quantum operation $E$, we abbreviate $E(|\psi\rangle\langle\psi|)$ as $E(|\psi\rangle)$.

2 Definitions

In this section, we describe a task that we analyze in this contribution, and present a definition of a trade-off relation between the entanglement cost and the number of rounds.

Suppose Alice and Bob are given a sequence of bipartite quantum states $|\psi_1\rangle^{AB} \cdots |\psi_n\rangle^{AB}$, generated by an i.i.d. quantum information source of an ensemble $\{p_i, |\psi_i\rangle\}$. We assume that the source is completely mixed, i.e., $\sum_i p_i |\psi_i\rangle\langle\psi_i|^{AB} = \pi_{d_{AB}} \otimes \pi_{d_{AB}}$. Alice and Bob perform the same bipartite unitary $U^{AB}$ on each of $|\psi_1\rangle^{AB}, \ldots, |\psi_n\rangle^{AB}$ by LOCC using a resource state $\Phi_{K_n}^{AB}$, where $K_n$ is a natural number, in such a way that the average error vanishes in the limit of $n \to \infty$. Following the formulation of the Schumacher compression [15], we assume that Alice and Bob do not know $\{p_i, |\psi_i\rangle\}$, but know that the average state is completely mixed.

Equivalently, we consider a task in which Alice and Bob apply $(U^{AB})^\otimes n$ on $(\Phi_A^{AR_A})^\otimes n (|\Phi_d^{BR_B}\rangle^{BR_B})^\otimes n$ by LOCC using a resource state $\Phi_{K_n}^{BR_B}$. Here, $R_A$ and $R_B$ are imaginary reference systems that are inaccessible to Alice and
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Bob. Rigorous definitions are given below.

**Definition 1 (Definition 1 in [10])** Let $U$ be a bipartite unitary acting on two $d$-dimensional quantum systems $A$ and $B$. Let Alice and Bob have quantum registers $\{A_0, A_1\}$ and $\{B_0, B_1\}$, respectively, and let $\mathcal{M}_n$ be a quantum operation from $A^n A_0 \otimes B^n B_0$ to $A^n A_1 \otimes B^n B_1$. $\mathcal{M}_n$ is called an $(r, n, \epsilon)$-protocol for implementing $U$ if $\mathcal{M}_n$ is an $r$-round LOCC that satisfies

$$F(\rho(\mathcal{M}_n), |\Psi(U)|^n \otimes |\Phi_{L_n}|^{A_1 B_1}) \geq 1 - \epsilon,$$

where $|\Psi(U)| := U^{AB} |\Phi_d^A^{RA_1} \otimes |\Phi_d^B^{RB_0}$ and

$$\rho(\mathcal{M}_n) := \mathcal{M}_n (|\Phi_d^{RA_1} \otimes n |\Phi_d^{RB_0} \otimes n |\Phi_{K_n}^{A_0 B_0}).$$

The entanglement cost of $\mathcal{M}_n$ is defined by $\log K_n - \log L_n$.

**Definition 2** A rate $E$ is said to be achievable by an $r$-round protocol for implementing $U$ if, for any $\epsilon > 0$, there exists $n_\epsilon$ such that for any $n \geq n_\epsilon$, we find an $(r, n, \epsilon)$-protocol for implementing $U$ with the entanglement cost $nE$. For a technical reason, we additionally require that

$$\lim_{\epsilon \to 0} \epsilon \cdot n_\epsilon^4 = 0.$$

The entanglement cost of $U$ by $r$-round protocols is defined as

$$E_r(U) := \inf \{E \mid E \text{ is achievable by an } r \text{-round protocol for implementing } U \}.$$

The main focus of this contribution is whether there is a trade-off relation between the entanglement cost and the number of rounds for implementing a bipartite unitary. In considering “trade-off relation”, we compare the entanglement cost of a unitary by $r$-round protocols and that by $r'$-round protocol ($r < r'$). If the latter is strictly smaller than the former, we could say that there exists a trade-off relation between the entanglement cost and the number of rounds. A rigorous definition is as follows:

**Definition 3** There exists a trade-off relation between the entanglement cost and the number of rounds for implementing $U$ if there exists $r, r' \in \mathbb{N}$ such that

$$r < r', E_r(U) > E_{r'}(U).$$

### 3 Result and Proof

We consider a class of two-qubit controlled-phase gate, which takes the form of

$$U^A_{d \theta} = |0\rangle \langle 0|^A \otimes I^B + |1\rangle \langle 1|^A \otimes (e^{i\theta \sigma_z})^B$$

where

$$\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad 0 < \theta \leq \frac{\pi}{2}.$$  

The main result of this contribution is as follows:

**Theorem 4** There exists a trade-off relation between the entanglement cost and the number of rounds for implementing $U_\theta$ for any $\theta \in (0, \theta_{\text{max}}]$, where $\theta_{\text{max}} \in (0, \pi/2]$ is a constant.

We prove Theorem 4 by showing that the following relations hold for any $0 \in (0, \theta_{\text{max}}]$:  

$$E_2(U_0) \geq 1, \quad E_4(U_0) < 1.$$

The first inequality is proved in [10] (see the converse part of Theorem 25 therein). A proof of the second inequality is presented in the technical version of this manuscript, in which we also derive a stronger relation that $\lim_{\epsilon \to 0} E_4(U_\theta) = 0$.

### 4 Conclusion

We considered implementation of a class of two-qubit controlled-unitary gate by local operations and classical communication (LOCC), assisted by shared entanglement. We proved that a four-round protocol outperforms all two-round LOCC protocols in reducing the entanglement cost. Our result provides a first example of genuinely bidirectional distributed quantum tasks, for which there exists a trade-off relation between the entanglement cost and the number of rounds of communication.
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Abstract. We propose a quantum algorithm that emulates the action of an unknown unitary transformation on a given input state, using multiple copies of some unknown sample input states of the unitary and their corresponding output states. The algorithm does not assume any prior information about the unitary to be emulated, or the sample input states. Remarkably, the runtime of the algorithm is logarithmic in $D$, the dimension of the Hilbert space, and increases polynomially with $d$, the dimension of the subspace spanned by the sample input states. Furthermore, the sample complexity of the algorithm, i.e., the total number of copies of the sample input-output pairs needed to run the algorithm, is independent of $D$, and polynomial in $d$.
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1 Preliminaries

Here we present the algorithm for the special case of pure sample states. In the paper we explain how the algorithm can be generalized to the case of mixed states as well.

Let $S_{\text{in}} = \{ |\varphi_k^{\text{in}}\rangle \langle \varphi_k^{\text{in}} | : k = 1, \cdots, K \}$ be a set of sample input states of the unitary $U$ and $S_{\text{out}} = \{ |\varphi_k^{\text{out}}\rangle \langle \varphi_k^{\text{out}} | = U |\varphi_k^{\text{in}}\rangle \langle \varphi_k^{\text{in}} | U^\dagger : k = 1, \cdots, K \}$ be the corresponding outputs. Let $H_{\text{in}}$ and $H_{\text{out}}$ be the subspaces spanned by $\{ |\varphi_k^{\text{in}}\rangle : k = 1, \cdots, K \}$ and $\{ |\varphi_k^{\text{out}}\rangle : k = 1, \cdots, K \}$ respectively, and $d$ be the dimension of these subspaces. We assume the set of input samples $S_{\text{in}}$ contains sufficient number of different states to uniquely determine the action of $U$ on the subspace $H_{\text{in}}$ (up to a global phase). It can be easily shown that having the classical description of the input and output states in $S_{\text{in}}$ and $S_{\text{out}}$ we can uniquely determine the action of $U$ on any input state $|\psi\rangle \in H_{\text{in}}$ (up to a global phase), if and only if the matrix algebra generated by $S_{\text{in}}$, that is the set of polynomials in the elements of $S_{\text{in}}$, is the full matrix algebra on $H_{\text{in}}$, i.e. contains all operators with supports contained in $H_{\text{in}}$. Therefore, in the following we naturally assume this assumption is satisfied. Furthermore, we assume $K$ the number of different sample input states in $S_{\text{in}}$ is $\text{poly}(d)$.

To implement the algorithm, we need multiple copies of each sample state in $S_{\text{in}}$ and $S_{\text{out}}$. Interestingly, at the end of the algorithm most of these states remain almost unaffected. Indeed, the main use of the given copies of sample states is to simulate controlled-reflections about these states.

Let $R_{\text{in}}(k) = e^{i\pi |\varphi_k^{\text{in}}\rangle \langle \varphi_k^{\text{in}} |}$ and $R_{\text{out}}(k) = e^{i\pi |\varphi_k^{\text{out}}\rangle \langle \varphi_k^{\text{out}} |}$ be the reflections about the input and output states $|\varphi_k^{\text{in}}\rangle$ and $|\varphi_k^{\text{out}}\rangle$, respectively. In the proposed algorithm we need to implement the controlled-reflections $R_{\text{in}}^a (k)$ and $R_{\text{out}}^a (k)$, defined as

$$R_{\alpha}(k) = |0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes e^{i\pi |\varphi_k\rangle \langle \varphi_k |},$$

where $a$ is the label for the control qubit, and $I$ is the identity operator on the main system. Note that we have suppressed the superscripts $\text{in}$ and $\text{out}$ in both sides.
Using the given copies of the sample states, we can efficiently simulate these controlled-reflections via the density matrix exponentiation technique of Ref.[1]. It turns out that using $n$ copies of state $\sigma$ one can simulate the unitary $e^{-it\sigma}$, or its controlled version $|0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes e^{-it\sigma}$, for any real $t$, with error $\epsilon = O(t^2/n)$, and in time $O(n \times \log(D))$, where $D$ is the dimension of the Hilbert space. In the simplest case where the system is a qubit $(D = 2)$, this technique is basically simulating the Heisenberg interaction between the system and each given copy of state $\sigma$.

Therefore, in the following, where we present the algorithm, we assume all the controlled-reflections \{\text{R}_a(k) : 1 \leq k \leq K\} can be efficiently implemented.

To simplify the presentation, we use the notation $W_a(k) \equiv \text{R}_a(k)H_a\text{R}_a(1)$, where again we have suppressed in and out superscripts in both sides. Here $H_a$ denotes the Hadamard gate $H$ acting on qubit $a$, where $H|0\rangle = |+\rangle$ and $H|1\rangle = |--\rangle$, and $|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$. The algorithm also uses a SWAP gate defined by $\text{SWAP}(|\mu\rangle |\nu\rangle) = |\nu\rangle |\mu\rangle$, for any pair of states $|\mu\rangle$ and $|\nu\rangle$.

2 The algorithm (Special case)

In this section we present the algorithm for the universal quantum emulator, in the special case where all the sample input-output pairs are pure states. In the paper we present several generalizations of this algorithm, including to the case where the given samples contain mixed states. Also, we present a modified version of this circuit which realizes this algorithm with exponentially less ancillary qubits.

Fig. 1 exhibits the quantum circuit that emulates the action of an unknown unitary transformation $U$ on any given state $|\psi\rangle$ in the input subspace $H_{\text{in}}$. For a general input state, which is not restricted to this subspace, this circuit first projects the state to this subspace, and if successful, then applies the unitary $U$ to it.

In this algorithm $(k_1, \cdots, k_T)$ are $T$ integers chosen uniformly at random from integers $1, \cdots, K$, where $T$ is a constant that determines the precision of emulation, and we choose it to be polynomial in $d$, and independent of $D$. Furthermore, state $|\phi_1^{\text{in}}\rangle$ (and $|\phi_1^{\text{out}}\rangle$) is one of the sample input states (and its corresponding output) which is chosen randomly at the beginning of the algorithm, and is fixed during the algorithm. In steps (i) and (iv) of the algorithm we implement, respectively, the unitaries $W_a^{\text{in}}(k_i)$ and $W_a^{\text{out}}(k_i)$ on the system and qubit $a_i$, for $i = 1, \cdots, T$. As we explained before, all the conditional reflections $R_a^{\text{in}}(k)$ and $R_a^{\text{out}}(k)$ can be efficiently simulated using the given copies of states $|\phi_k^{\text{in}}\rangle$ and $|\phi_k^{\text{out}}\rangle$.

In step (ii) of the algorithm we perform a qubit measurement in the computational basis $\{|0\rangle, |1\rangle\}$. Then, after the measurement with probability $1 - \langle \psi |\Pi_{\text{in}}|\psi\rangle$ we get outcome $b = 1$, in which case we project the system to a state close to $(I - \Pi_{\text{in}})|\psi\rangle/\sqrt{1 - \langle \psi |\Pi_{\text{in}}|\psi\rangle}$, where $\Pi_{\text{in}}$ is the projector to the subspace $H_{\text{in}}$. On the other hand, with probability $\langle \psi |\Pi_{\text{in}}|\psi\rangle$ we get the outcome $b = 0$, in which case the final state of circuit is close to $|\text{U}H_{\text{in}}|\psi\rangle/\sqrt{\langle \psi |\Pi_{\text{in}}|\psi\rangle}$. In this case the algorithm consumes a copy of state $|\phi_1^{\text{out}}\rangle$, and returns a copy of state $|\phi_1^{\text{in}}\rangle$.

Note that, although the algorithm uses random integers $(k_1, \cdots, k_T)$, for sufficiently large $T$ it always transforms the input state $|\psi\rangle \in H_{\text{in}}$ to a state with high fidelity with the desired output state $U|\psi\rangle$.
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Abstract. A critical question for the field of quantum computing in the near future is whether quantum devices without error correction can perform a well-defined computational task beyond the capabilities of state-of-the-art classical computers, achieving so-called quantum supremacy. We study the computational task of sampling from the output distribution of random quantum circuits. We introduce the cross entropy difference as a useful benchmark of random quantum circuits which approximates the circuit fidelity. We show that the cross entropy can be efficiently measured when circuit simulations are available. Beyond the classically tractable regime, the cross entropy can be extrapolated and compared with theoretical estimates to define a practical quantum supremacy demonstration. We conclude that quantum supremacy can be achieved in the near-term with approximately fifty qubits.
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This work proposes a minimal resource demonstration of quantum supremacy based on the implementation of random quantum circuits. Random quantum circuits are known examples of quantum chaotic evolutions [1, 2, 5–8]. A signature of chaos is that small changes in model specification or numerical errors lead to large divergences in system trajectories. In quantum chaotic dynamics this sensitivity manifests itself as a loss of fidelity $|\langle \psi_i | \psi_j \rangle|^2$ of a quantum state $|\psi_i\rangle$ which decreases exponentially in the evolution time $t$ and in the magnitude of a small perturbation $\epsilon$ to the Hamiltonian that evolves $|\psi_t\rangle$.

With realistic superconducting hardware constraints [3], gates act in parallel on distinct sets of $n = \log N$ qubits restricted to a planar lattice. In a random quantum circuit, gates are sampled from a universal set. The cycle number $t$ plays the role of time in the chaotic dynamics of the quantum state $|\psi_t\rangle$. The real and imaginary parts of the amplitudes $\langle x_j | \psi_t \rangle$ in any local basis $\{x_j\}_{j=1}^N$ are approximately uniformly distributed in a $2^N$ dimensional sphere subject to normalization. This implies that their distribution is an unbiased Gaussian with variance $\propto 1/N$, up to finite moments. The distribution of probabilities $|\langle x_j | \psi_t \rangle|^2$ approaches the form $Ne^{-pN}$, known as the Porter-Thomas distribution [11].

Consider a sample $S = \{x_1, \ldots, x_m\}$ of bit-strings $x_j$ obtained from $m$ global measurements of every qubit in the computational basis $\{|x_j\}\}$ (or any other basis obtained from local operations). The joint probability of the set of outcomes $S$ is $p_{U}(S) = \prod_{x_j \in S} p_{U}(x_j)$ where $p_{U}(x) \equiv |\langle x | \psi \rangle|^2$. For a typical sample $S$, the central limit theorem implies that

$$\log P_{U}(S) = \sum_{x_j \in S} \log p_{U}(x_j) = -m H(p_{U}) + O(m^{1/2}), \quad (1)$$

where $H(p_{U}) \equiv -\sum_{x_j=1}^{N} p_{U}(x_j) \log p_{U}(x_j)$ is the entropy of the output of $U$. Because $p_{U}(x)$ are i.i.d. distributed according to the Porter-Thomas distribution,

$$H(p_{U}) = -\int_0^\infty p N^2 e^{-N p} \log p \, dp = \log N - 1 + \gamma,$$

where $\gamma \approx 0.577$ is the Euler constant.

Let $A_{pcl}(U)$ be a classical algorithm with computational time cost polynomial in $n$ that takes a specification of the random circuit $U$ as input and outputs a bit-string $x$ with probability distribution $p_{pcl}(x|U)$. Consider a typical sample $S_{pcl} = \{x_{pcl}^{1}, \ldots, x_{pcl}^{m}\}$ obtained from $A_{pcl}(U)$. We now focus on the probability $P_{U}(S_{pcl}) = \prod_{x_{pcl} \in S_{pcl}} p_{U}(x_{pcl})$ that this sample $S_{pcl}$ is observed from the output $|\psi\rangle$ of the circuit $U$. The central limit theorem implies that

$$\log P_{U}(S_{pcl}) = -m H(p_{pcl}, p_{U}) + O(m^{1/2}), \quad (3)$$

where

$$H(p_{pcl}, p_{U}) \equiv -\sum_{j=1}^{N} p_{pcl}(x_j|U) \log p_{U}(x_j) \quad (4)$$

is the cross entropy between $p_{pcl}(x|U)$ and $p_{U}(x)$. If the cross entropy $H(p_{pcl}, p_{U})$ is larger than the entropy $H(p_{U})$ then $p_{pcl}(x|U)$ is sampling bit-strings that have lower probability of being observed by the circuit $U$.

We are interested in the average performance of the classical algorithm. Therefore, we average the cross entropy over an ensemble $\{U\}$ of random circuits

$$\mathbb{E}_{U} [H(p_{pcl}, p_{U})] = \mathbb{E}_{U} \left[ \sum_{j=1}^{N} p_{pcl}(x_j|U) \frac{1}{\log p_{U}(x_j)} \right]. \quad (5)$$

Based on aforementioned insights from quantum chaos, we assume that the output of a classical algorithm with polynomial cost is almost statistically uncorrelated with
pu(x). Thus, averaging over the ensemble \{U\} can be done independently for the output of the polynomial classical algorithm pucl(x|U) and log pu(x). The distribution of universal random quantum circuits converges to the uniform (Haar) measure with increasing depth [7, 8]. For fixed x, the distribution of values \{pu(x_j)\} when unitaries are sampled from the Haar measure also has the Porter-Thomas form. Therefore, if we use sufficiently deep random quantum circuits, we find that

\[-E_U[\log pu(x_j)] \approx - \int_0^\infty Ne^{-\gamma p} \log p \, dp \]

\[= \log N + \gamma.\]

(6)

Then using \(\sum x p_{cl}(x_j|U) = 1\) we get

\[E_U[\log pu(x_j)|U] = \log N + \gamma.\]

(7)

From Eqs. (2) and (7) we obtain

\[E_U[\log Pr_U(S) - \log Pr_U(S_{cl})] \simeq m.\]

(8)

Equation (8) reveals that a typical sample S from a random circuit U represents a signature of that circuit. Note that the l.h.s. is the expectation value of the log of \(|\Pi_{x \in S}(x|\psi)\|^2/\Pi_{x \in S_{cl}}(x|\psi)^2\). The numerator is dominated by measurement outcomes x that have high measurement probabilities \(|\langle x|\psi\rangle|^2 > 1/N\). Conversely, the values of x in the denominator are chosen essentially at random. Therefore, they are dominated by the support of the Porter-Thomas distribution with \(p < 1/N\).

The result in Eq. (7) also corresponds to the cross entropy \(H_0 = \log N + \gamma\) of an algorithm which picks bit-strings uniformly at random, \(p_0(x) = 1/N\). This leads to a proposal for a test of quantum supremacy. We will measure the quality of an algorithm A as the difference between its cross entropy and the cross entropy of a uniform classical sampler. The algorithm A can be an experimental quantum implementation or a classical algorithm. We call this the cross entropy difference:

\[\Delta H(p_A) = H_0 - H(p_A, p_U) = - \sum x j \left(\frac{1}{N} - p_A(x_j|U)\right) \log p_u(x_j).\]

(9)

The cross entropy difference measures how well algorithm A(U) can predict the output of a (typical) quantum random circuit U. This quantity is unity for the ideal random circuit and zero for the uniform distribution.

Because an experimental implementation of a quantum circuit is a realization of a quantum algorithm, we refer to the experimental implementation as \(A_{\exp}(U)\) and associate with it the probability distribution \(p_{cl}(x_j|U) = \langle x_j|p_{cl}|x_j\rangle\) and samples \(S_{\exp}\). The experimental cross entropy difference is \(\alpha \equiv E_U[\Delta H(p_{\exp})]\). Quantum supremacy is achieved, in practice, when

\[1 \geq \alpha > C,\]

where a lower bound for C is given by the performance of the best known classical algorithm \(A^*\) executed on an existing classical computer,

\[C = E_U[\Delta H(p^*)].\]

(11)

Here \(p^*\) is the output distribution of \(A^*\).

The space and time complexity of simulating a random circuit by using tensor contractions is exponential in the treewidth of the quantum circuit, which is proportional to \(\min(d, n)\) in a 1D lattice, and \(\min(d\sqrt{n}, n)\) in a 2D lattice [10]. For large depth \(d\), algorithms are limited by the memory required to store the wavefunction in random-access memory, which in single precision is \(2^n \times 2 \times 4\) bytes. For \(n = 48\) qubits this requires at least \(2.25\) Petabytes, which is approximately the limit of what can be done on the largest supercomputers of today\(^1\).

For circuits of small depth or less than approximately 48 qubits, direct simulation is viable so \(C = 1\) and quantum supremacy is impossible. Beyond this regime, the most viable approximation scheme (of which we are aware) is an estimation of the Feynman path integral corresponding to the unitary transformation U. In this regime, the lower bound for C decreases exponentially with the number of gates \(g \gg n\).

We now address the question of how the cross entropy difference \(\alpha\) can be estimated from an experimental sample of bit-strings \(S_{\exp}\) obtained by measuring the output of \(A_{\exp}(U)\) after \(m\) realizations of the circuit. For a typical sample \(S_{\exp}\) (see Eq. (2)), the central limit theorem applied to Eq. (9) implies that

\[\alpha \simeq H_0 - \frac{1}{m} \sum_{j=1}^m \log \frac{1}{p_u(x_j^{\exp})}.\]

(12)

The statistical error in this equation, from the central limit theorem, goes like \(\kappa/\sqrt{m}\) with \(\kappa \simeq 1\). The estimation would proceed as:

1. Select a random circuit U by sampling from an available universal set of one and two qubit gates, subject to experimental layout constraints.
2. Take a sufficiently large sample \(S_{\exp} = \{x_1^{\exp}, \ldots, x_m^{\exp}\}\) of bit-strings \(x\) in the computational basis \((m \sim 10^3 - 10^6)\).
3. Compute the quantities \(\log 1/p_u(x_j^{\exp})\) with the aid of a sufficiently powerful classical computer.
4. Estimate \(\alpha\) using Eq. (12).

A close correspondence between experiment, numerics and theory provides a reliable foundation from which to extrapolate \(\alpha\) to larger circuits where the quantities \(p_u(x_j)\) can no longer be obtained numerically. At this point, \(\alpha \simeq 0\), and supremacy can be achieved. The value of \(\alpha\) can be extrapolated from circuits that can be simulated because they have either less qubits (direct simulation), mostly Clifford gates (stabilizer simulations) [4] or smaller depth (tensor contraction simulations) [10].

\(^1\)Trinity, the sixth fastest supercomputer in TOP500 has about two Petabytes of primary memory, which is one of the largest.
We now present a theoretical error model for $\alpha$ that can be compared with experiment. The output $\rho$ of the experimental realization of a random circuit $U$ is

$$\rho = \tilde{\alpha} U |\psi_0\rangle \langle \psi_0| U^\dagger + (1 - \tilde{\alpha}) \sigma_U,$$

(13)

where $|\psi_0\rangle U^\dagger \sigma_U |\psi_0\rangle = 0$ and $\tilde{\alpha}$ is the circuit fidelity. Under this ansatz, by the same arguments leading to Eq. (7), we obtain that the circuit fidelity $\tilde{\alpha}$ is approximately equal to the cross entropy difference, i.e. $\alpha \approx \tilde{\alpha}$. The absence of correlations is supported by numerical simulations of typical random circuits. Estimating the circuit fidelity by directly measuring the cross entropy (see Eq. (12)) is a fundamentally new way to characterize complex quantum circuits.

Figure 1 compares the cross entropy difference, Eq. (9), with the estimated fidelity, Eq. (14). The square markers correspond to the average cross entropy difference among 100 instances, Eq. (9). The circuit depth is 25. The red line, at 48 qubits, is an estimate of the largest size that can be simulated with state-of-the-art supercomputers. Using state-of-the-art superconducting circuits we expect $\alpha \gtrsim 0.1$ for a $7 \times 7$ circuit. Error bars correspond to the std among 100 instances.

The standard approach for studying circuit fidelities is a digital error model where each gate is followed by an error channel [3, 9]. Within this model, the circuit fidelity can be estimated as [3]

$$\alpha \approx \exp(-r_1 g_1 - r_2 g_2 - r_{\text{init}} n - r_{\text{mes}} n),$$

(14)

where $r_1, r_2 \ll 1$ are the Pauli error rates for one and two qubit gates, $r_{\text{init}}, r_{\text{mes}} \ll 1$ are the initialization and measurement error rates, and $g_1, g_2 \gg 1$ are the numbers of one and two qubits gates respectively.

Figure 1 presents a novel way of characterizing devices and validating error models for multi-qubit circuits. While our method requires exponential classical computation, it can be performed with a relatively small number of experiments and can be performed for up to 48 qubits.
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Abstract. In two recent research papers we have developed a novel approach to synthesis of reversible classical circuits, and in particular integer arithmetic circuits, on ternary quantum computers and applied the approach to emulating Shor’s period finding function in two different universal quantum ternary bases. We have done comparative analysis of the overall structure and cost of the period finding function in these bases, one of which is a ternary analog of the Clifford+π/8 and the other comes from the topological quantum computer based on non-Abelian metaplectic anyon framework. Significant benefits of the latter framework have been demonstrated.
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1 Introduction and Background

Shor’s quantum algorithm for integer factorization [16] is a striking case of the exponential speed-up promised by a quantum computer over the best-known classical algorithms. Since Shor’s original paper, many explicit circuit constructions over qubits for performing the algorithm have been developed and analyzed. This includes the computer-assisted synthesis of the underlying quantum circuits for the binary case (see the following and references therein: [1, 2, 9, 13, 14, 15, 17, 18, 19]).

Research in prospective devices for fault-tolerant scalable quantum computing uncovered the importance of non-binary and in particular, ternary quantum frameworks. A recent ambitious proposal for the metaplectic topological quantum computer (MTQC), in particular [10, 11] offers native topological protection of quantum information and quantum gates from local decoherence as an added value over already very nice efficient logical circuit synthesis story [4, 3]. The MTQC creates an inherently ternary quantum computing environment; for example the common binary CNOT gate is no longer a Clifford gate in that environment.

We studied The compilation and synthesis of ternary circuits over two quantum bases: the Clifford + R\(_2\) basis [4] and the Clifford + P\(_9\) basis [5], where R\(_2\) and P\(_9\) are both non-Clifford single qutrit gates defined as:

\[ R_{2} = \text{diag}(1, 1, -1) \quad (1) \]

\[ P_{9} = \text{diag}(e^{-2\pi i/9}, 1, e^{2\pi i/9}). \quad (2) \]

Clifford + R\(_2\) The Clifford + R\(_2\) basis [11], also called metaplectic basis, can be obtained from a MTQC by braiding of certain metaplectic non-abelian anyons and projective measurement. The gate R\(_2\) is produced by injection of the magic state

\[ |\psi\rangle = |0\rangle - |1\rangle + |2\rangle. \quad (3) \]

The injection circuit is coherent probabilistic, succeeds in three iterations on average and consumes three copies of the magic state |ψ\rangle on average. The |ψ\rangle state is produced by a relatively inexpensive protocol that uses topological measurement and consequent intra-qutrit projection (see [11], Lemma 5). This protocol requires only three qutrits and produces an exact copy of |ψ\rangle in 9/4 trials on average. This is much better than any state distillation method, especially because it produces |ψ\rangle with fidelity 1.

In [4] we have developed effective compilation methods to compile efficient circuits in the metaplectic basis. In particular, given an arbitrary two-level Householder reflection \( r \) and a precision \( \varepsilon \), then \( r \) is effectively approximated by a metaplectic circuit of \( R_{2}\)-count at most \( C \log_3(1/\varepsilon) + O(\log(\log(1/\varepsilon))) \), \( C \leq 8 \). It is shown in [3] that the P\(_9\) gate specifically requires \( C = 6 \).

Clifford + P\(_9\) The Clifford + P\(_9\) basis is a natural generalization of the binary π/8 gate. It is the ternary case of the general multi-qudit basis proposed independently in [12] and [8]. The P\(_9\) gate can be realized by a certain deterministic measurement-assisted circuit [8] given a copy of the magic state

\[ \mu = e^{-2\pi i/9}|0\rangle + |1\rangle + e^{2\pi i/9}|2\rangle, \quad (4) \]

which further can be obtained from the usual magic state distillation protocol. Specifically, it requires \( O(\log^3(1/\delta)) \) raw magic states of low fixed fidelity in order to distill a copy of the magic state \( \mu \) at fidelity \( 1 - \delta \).

In [5] we have explored a novel approach to synthesis of reversible ternary classical circuits over the Clifford+P\(_9\) basis. We have synthesized explicit circuits to express classical reflections and other important classical non-Clifford gates in this basis, which we subsequently used to build efficient ternary implementations of integer adders and their extensions.

In [6] we have further optimized these implementations under the assumption of binary-encoded data and applied the resulting solutions to emulating of the modular exponentiation period finding (which is the quantum part of the Shor’s integer factorization algorithm). We have performed the comparative cost analysis of optimized so-
solutions between the “generic” Clifford+$P_9$ architecture and the MTQC architecture (the Clifford + $R_{2\pi}$) using magic state counts as the cost measure. We have shown that the cost of emulating the entire binary circuit for the period finding is almost directly proportional to the cost of emulating the three-qubit Toffoli gate and the latter is proportional to the cost of the $P_9$ gate. We have further pointed out that known distillation protocols for the latter are somewhat more costly than best known distillation protocols (e.g. Bravyi-Kitaev, [7]) for the binary $\pi/8$ gate, but demonstrated that on an MTQC computer specifically the magic state for the $P_9$ gate can be prepared (with a metaplectic circuit) rather than distilled which leads to asymptotically lower magic state cost: linear in fidelity bit size for preparation vs. cubic for distillation. Thus the prospective MTQC architecture is proven to be the most cost-effective known architecture for integer factorization in terms of the overall logical cost. Expected native topological protection of quantum information and gates in the MTQC architecture clearly only adds value to it.

2 Overview of main results

In [6] we have investigated in some detail the cost of implementing Shor’s integer factorization algorithm [16] on the two ternary architectures, Clifford + $P_9$ and Clifford + $R_{2\pi}$, using fairly straightforward emulation of known binary circuits and modifications thereof in ternary logic. One technical hurdle to overcome on that path: the binary CNOT gate cannot be emulated by a ternary Clifford circuit and its cost is roughly the same as that of Toffoli gate. The other key problem was to emulate the binary Toffoli gate efficiently. In course of solving these problems we have made the following useful observation: if a binary reflection (such as that Toffoli gate) needs to be emulated only on binary data, then it can be typically done at a fraction of the cost involved in implementing a ternary reflection. For example, implementing two-level ternary transposition $|110\rangle \leftrightarrow |111\rangle$ is relatively expensive, but its action on binary data only can be emulated exactly at $2/5$ of the cost. In particular we have proved the following

Proposition 1. 1) The binary CNOT gate can be emulated exactly by a two-qutrit ternary circuit containing ternary Clifford gates and $6 P_9$ gates.

2) The binary Toffoli gate can be emulated exactly either by a four-qutrit ternary circuit containing ternary Clifford gates and $6 P_9$ gates, or by a three-qutrit ternary circuit containing ternary Clifford gates and $15 P_9$ gates.

We also found that by a minor rearrangements of controlled adder circuits, the CNOT/Toffoli ratio for the $n$-qubit additive shift is constrained to $O(1/\log(n))$ and thus up to a small overhead factor of $(1 + O(1/\log(n)))$, the cost of emulation of Shor’s period finding function is directly proportional to the cost of emulating the three-qubit Toffoli gate.

We have chosen to use the magic state counts that tally the number of magic states required for binary implementation or, respectively, ternary emulation of the target gates and circuits. For the Clifford+$\pi/8$ the magic states consumed by the $\pi/8$ gate are counted and for both ternary bases the instances of the magic state $|\mu\rangle$ consumed by the $P_9$ gate are counted. The cost bounds for the Toffoli gate are presented in Table 1.

<table>
<thead>
<tr>
<th>Clean magic states</th>
<th>Raw resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary</td>
<td>7</td>
</tr>
<tr>
<td>Generic $A$ P$_9$</td>
<td>15</td>
</tr>
<tr>
<td>Generic $B$ P$_9$</td>
<td>6</td>
</tr>
<tr>
<td>Metaplectic</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1: Resource count factors for three-qubit Toffoli gates. “Generic $A$” stands for 3-qutrit emulation of the Toffoli gate and “Generic $B$” and “Metaplectic” use 4-qutrit emulation with one clean ancilla prepared with SUM gates.

We note that the ternary emulation of the modular exponentiation circuit based on modified ripple carry addititive shift as described in [6] section III, A, has the depth $O(n^3)$ for the $n$-bit integers and performs all the Toffoli gates sequentially. This means that the required clean ancilla is shared across the circuit and adds just one unit of width that is easily amortized over $n$. The entire modular exponentiation circuit has the width of only $n + 3$ qutrits in this case.

In the more sophisticated modular exponentiation circuit based on carry lookahead additive shift ([6] section III, B) several Toffoli gates are performed in parallel in almost any time slice, and therefore as many clean ancillas are required concurrently. The impact of this design on the width of the circuits is presented in the Table 2.

<table>
<thead>
<tr>
<th>Circuits</th>
<th>Online width</th>
<th>Offline width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary QCLA</td>
<td>$3n - w(n)$ (qubits)</td>
<td>$7n (6 \log_2(n))^4$</td>
</tr>
<tr>
<td>Generic $A$</td>
<td>$3n - w(n)$ (qutrits)</td>
<td>$15n (3 \log_2(n))^3$</td>
</tr>
<tr>
<td>Generic $B$</td>
<td>$4n - w(n)$ (qutrits)</td>
<td>$6n (3 \log_2(n))^3$</td>
</tr>
<tr>
<td>Metaplectic $A$</td>
<td>$3n - w(n)$ (qutrits)</td>
<td>$90 \times 3n \log_2(n)$</td>
</tr>
<tr>
<td>Metaplectic $B$</td>
<td>$4n - w(n)$ (qutrits)</td>
<td>$36 \times 3n \log_2(n)$</td>
</tr>
</tbody>
</table>

Table 2: Widths comparison for ternary emulations of reduced-depth modular exponentiation circuits. ($w(n)$ is the Hamming weight of $n$). Generic/metaplectic case $A$ stands for 3-qutrit emulation of the Toffoli gate and case $B$ for the 4-qutrit emulation. The last column in metaplectic rows shows the expected average of the probabilistic width.

It is seen from Table 1 and Table 2 that the solutions over the metaplectic architecture are the most cost-effective in both asymptotic and practical sense. The tables compare logical magic state counts and logical widths of known binary solutions and those of their ternary emulation but disregard the cost quantum error correction (QEC). Deeming the QEC cost would have been even more in favor of the metaplectic architecture.
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Abstract. This paper develops general space-efficient methods for error reduction for unitary quantum computation, i.e. computations without intermediate measurements. Consider a unitary quantum computation with completeness $c$ and soundness $s$, either with or without a witness. To reduce the error of the computation to at most $2^{-p}$, the most space-efficient method known requires extra workspace of $O(p \log[1/(c-s)])$ qubits. We present error-reduction methods that require extra workspace of just $O(\log [p/(c-s)])$ qubits. This in particular gives the first methods of strong amplification for logarithmic-space unitary quantum computations with two-sided error. Consequences include the uselessness of quantum witnesses in bounded-error logspace unitary quantum computations, the $\text{FSPACE}$ upper bound for QMA with exponentially small gap, and strong amplification for matchgate computations.
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1 Introduction

A very basic topic in various models of quantum computation is whether computation error can be efficiently reduced. For polynomial-time bounded error quantum computation, the computation error can be made exponentially small via a simple repetition followed by a threshold-value decision. This justifies the choice of $2/3$ and $1/3$ for the completeness and soundness parameters in the definition of the corresponding complexity class $\text{BQP}$. This is also the case for quantum Merlin-Arthur (QMA) proof systems, another central model of quantum computation that models a quantum analogue of $\text{NP}$ (more precisely, $\text{MA}$). The price paid is the enlargement of both the necessary workspace and the witness size linearly in the number of repetitions.

We now restrict attention to unitary quantum computations, i.e. computations in which only unitary operations are allowed and in particular intermediate measurements are not allowed. Marriott and Watrous [2] developed a more sophisticated method of error reduction for QMA proof systems, which was subsequently improved by Nagaj, Wocjan, and Zhang [3]. The latter improved method uses phase estimation to estimate the success probability of the original computation, similarly to the quantum counting algorithm (see e.g. [4, Chapter 6.3]). This method reuses both the workspace and the witness every time it applies the original computation and its inverse, and therefore does not increase the witness size. Since the inverse of the original computation needs to be applied, this amplification method works only for unitary computations. To reduce the error probability to $2^{-p}$, the method requires $O\left(\frac{c}{c-s}\right)$ applications of the original computation and its inverse, and extra workspace of size $O(p \log \frac{1}{c-s})$ to store the phase estimation results, where $c$ and $s$ are respectively the completeness and soundness of the original computation.

This existing in-place amplification method is still insufficient if the workspace size must be logarithmically bounded. No efficient error-reduction method is known that keeps the size of necessary additional workspace logarithmically bounded. This is not limited to the case of QMA proof systems, and in fact efficient error reduction methods are rarely known for space-bounded quantum computations (see [5] for an exception).

2 Main Result

This paper presents a general method of strong and space-efficient error reduction for unitary quantum computations. In particular, the method is applicable to logarithmic-space unitary quantum computations and QMA proof systems. All of our results hold for any model of unitary space-bounded quantum computations. The unitary model is not the most general (note the standard technique of deferring intermediate measurements requires unallowably many ancilla qubits in the case of space-bounded computations), but our error amplification results (and other recent progress [6]) make this arguably one of the most reasonable models for space-bounded quantum computation; see [7] for a discussion of other models of space-bounded quantum computation.

Let $\mathbb{N}$ and $\mathbb{Z}^+$ be the sets of positive and nonnegative integers, respectively. Let $\text{QMA}_{\text{SPACE}}[l_V, l_M](c,s)$ denote the class of problems having QMA proof systems with completeness $c$ and soundness $s$, where the verifier performs a unitary quantum computation that has no time bound but is restricted to use $l_V(n)$ private qubits and to receive a quantum witness of $l_M(n)$ qubits on every input of length $n$. The main result of this paper is the following strong and space-efficient error-reduction for such QMA-type computations.

**Theorem 1** For any functions $p, l_V, l_M: \mathbb{Z}^+ \rightarrow \mathbb{N}$ and for any functions $c, s: \mathbb{Z}^+ \rightarrow [0,1]$ satisfying $c > s$, there...
exists a function $\delta: \mathbb{Z}^+ \to \mathbb{N}$ that is logarithmic with respect to $\frac{1}{c^2}$ such that

$$QMA_{U}^{SPACE}[1, \delta]((c, s)) \subseteq QMA_{U}^{SPACE}[(c, s) + \delta, 1\delta](1 - 2^{-p}, 2^{-p}).$$

In the full version [1] we give three different proofs of this main theorem. In the following we discuss many consequences of our main theorem. Many corollaries are straightforward to show by choosing parameters in Theorem 1 appropriately; see the full version for choices of these parameters and for other omitted consequences (e.g., space-efficient amplification for QMA and strong amplification for matchgate computation).

### 3 Implications

**Strong amplification for unitary logspace quantum computations** The first consequence of Theorem 1 is a remarkably strong error-reducibility for logspace unitary quantum computations. Let $Q_{U}^{L}(c, s)$ and $QMA_{U}^{L}(c, s)$ denote respectively the class of problems decidable by logspace unitary quantum computations (resp. logspace unitary QMA proof systems with log-size witnesses) with completeness $c$ and soundness $s$.

**Corollary 2** For any polynomially bounded function $p: \mathbb{Z}^+ \to \mathbb{N}$ that is logarithmic-space computable and for any logarithmic-space computable functions $c, s: \mathbb{Z}^+ \to [0, 1]$ satisfying $c - s \geq 1/p$ for some polynomially bounded function $q: \mathbb{Z}^+ \to \mathbb{N}$,

$$Q_{U}^{L}(c, s) \subseteq Q_{U}^{L}(1 - 2^{-p}, 2^{-p}).$$

$$QMA_{U}^{L}(c, s) \subseteq QMA_{U}^{L}(1 - 2^{-p}, 2^{-p}).$$

This in particular justifies defining the classes $BQ_{U}^{L}$ and $QMA_{U}^{L}$ of bounded-error logarithmic-space unitary quantum computations by $BQ_{U}^{L} = Q_{U}^{L}(2/3, 1/3)$ and $QMA_{U}^{L} = QMA_{U}^{L}(2/3, 1/3)$.

**Uselessness of quantum witnesses in logarithmic-space unitary QMA** By a standard technique of replacing a quantum witness by a completely mixed state Corollary 2 implies the following:

**Corollary 3** $QMA_{U}^{L} = BQ_{U}^{L}$.

A consequence of the Marriott-Watrous error reduction method [2] was that standard QMA systems are no more powerful than BQP if restricted to use witnesses of logarithmic size. Corollary 3 extends this by stating that logarithmic sized witnesses do not increase the power of logspace unitary quantum computations at all.

**Strong amplification for unitary QMAPSPACE** Let $Q_{U}^{PSPACE}(c, s)$ and $QMA_{U}^{PSPACE}(c, s)$ denote respectively the class of problems decidable by poly-space unitary quantum computations (resp. QMA proof systems) with completeness $c$ and soundness $s$. We have the following scaled-up version of Corollary 2.

**Corollary 4** For any polynomially bounded function $p: \mathbb{Z}^+ \to \mathbb{N}$ and for any polynomial-space computable functions $c, s: \mathbb{Z}^+ \to [0, 1]$ satisfying $c - s \geq 2^{-q}$ for some polynomially bounded function $q: \mathbb{Z}^+ \to \mathbb{N}$,

$$Q_{U}^{PSPACE}(c, s) \subseteq Q_{U}^{PSPACE}(1 - 2^{-2p}, 2^{-2q}).$$

$$QMA_{U}^{PSPACE}(c, s) \subseteq QMA_{U}^{PSPACE}(1 - 2^{-2p}, 2^{-2q}).$$

Again by replacing the quantum witness by a completely mixed state, the following result follows from Corollary 4 and that unbounded-error poly-space quantum computations can be simulated in PSPACE [8, 9].

**Corollary 5** For any polynomial-space computable functions $c, s: \mathbb{Z}^+ \to [0, 1]$ satisfying $c - s \geq 2^{-q}$ for some polynomially bounded function $q: \mathbb{Z}^+ \to \mathbb{N}$,

$$QMA_{U}^{PSPACE}(c, s) = Q_{U}^{PSPACE}(c, s) = PSPACE.$$

Let $QMA(c, s)$ be the class of problems having polynomial-time QMA proof systems with completeness $c$ and soundness $s$. An immediate corollary of Corollary 5 is the following upper bound for QMA proof systems with exponentially small completeness-soundness gap.

**Corollary 6** For any polynomially bounded function $p: \mathbb{Z}^+ \to \mathbb{N}$ and for any polynomial-time computable functions $c, s: \mathbb{Z}^+ \to [0, 1]$ satisfying $c - s \geq 2^{-q}$ for some polynomially bounded function $q: \mathbb{Z}^+ \to \mathbb{N}$,

$$QMA_{U}^{PSPACE}(c, s) \subseteq PSPACE.$$  

Corollary 6 was also shown independently in [10]. In fact, the first and third authors of the present paper further proved that the converse of Corollary 6 also holds, i.e., PSPACE is characterized by QMA proof systems with exponentially small gap [6].
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Abstract. We consider Hamiltonian quantum computation (HQC) in one dimension, achieved by preparing an appropriate initial product state of qudits and then letting it evolve under a fixed Hamiltonian before measuring individual qudits at some later time. We study the compromise between the locality $k$ and the local Hilbert space dimension $d$ for universal HQC. For geometrically 2-local (i.e., $k = 2$), $d = 8$ is known to be sufficient. We provide a construction for $k = 3$ with $d = 5$. Imposing translation invariance will increase the required $d$. For this we also construct another 3-local ($k = 3$) Hamiltonian that is invariant under translation of a unit cell of two sites but that requires $d$ to be 8.
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1 Motivations

Feynman provided an example Hamiltonian able to execute universal quantum computer [1],

$$H_{\text{Feynman}} = \sum_{j=0}^{k-1} \sigma^+_j \sigma^-_{j+1} A_{j+1} + h.c.,$$  \hspace{1cm} (1)

but the interaction involves four particles not geometrically local. Operators $\sigma^-$ and $\sigma^+$ act on a set of spin-1/2 particles, representing a discrete unary clock register; $A_j$'s represent all the gates of a circuit.

Key questions to address. In this work we consider the Hamiltonian quantum computer to lie on one spatial dimension, and the interaction in the Hamiltonian involves at most $k$ consecutive sites. In particular, we study the compromise between the locality $k$ and the local Hilbert-space dimension $d$. As the locality $k$ increases, it is expected that the minimum required $d$ should decrease.

Prior related works. Feynman’s idea was used by Kitaev to construct the so-called Local Hamiltonian Problems (LHP) [2] and showed that 5-local LHP is QMA-complete. The locality $k$ for QMA-complete LHP was, in a series of work, reduced to 2 [3, 4], even with nearest-neighbor interactions on two spatial dimensions [5]. In one spatial dimension, it was shown by Aharonov et al. that 2-local 13-state Hamiltonians are QMA-complete [6], and the local dimension $d$ is recently reduced to 8 by Hallgren et al. [7].

In terms of one-dimensional Hamiltonian quantum computer, there have been various constructions, for example, the continuous-time quantum cellular automata by Vollbrecht and Cirac [8], by Kay [9], and by Nagaj and Wocjan [10] as well as the universal quantum walk by Chase and Landahl [11]. The 1D Hamiltonians in these constructions are nearest-neighbor two-body (or geometrically 2-local), but involve the dimension of local Hilbert space ranging from $d = 8$ [11] and higher [8, 9, 10].

2 Results and some details

Main results. Here we study the compromise between the locality $k$ and the local dimension $d$ in one spatial dimension; the results are summarized in Figs. 1 and 2. In our technical paper [12], we provide two constructions: (i) one that uses a 5-state 3-local (or spin-2 nearest and next-nearest-neighbor interacting) Hamiltonian but is non-translation invariant, and (ii) 8-state 3-local Hamiltonian that is invariant under translation of a unit cell of two sites.

The former is inspired by the design used in 1D QMA LHP [6, 7], whose focus was on 2-locality. In terms of complexity, one implication is that simulating 1D chains of spin-2 particles with nearest and next-nearest-neighbor interaction is BQP-complete. Our second construction is inspired by the translation invariant constructions in Refs. [8, 9, 10] and in particular the work by Nagaj and Wocjan [10]. We explicitly modify a particular scheme with $d = 20$ in Ref. [10] and reduce $d$ to 8. Our results
Detailed construction. Due to the space limitation, it suffices for the purpose of demonstration to focus on our first construction having $k = 3$ and $d = 5$. We refer the other construction that is translation invariant ($k = 3$ and $d = 8$) to our technical paper [12]. On odd/even sites host different groups of states, respectively, \{\(\triangleleft\), \(<\), \(\odot\), \(+\), \(\bullet\)\}, \{\([0],[1],[0],[1],\odot\)\}. (We can regard the system as consisting of the same kind of particles on all sites, but their interactions have two different preferred bases.) There are two kinds of qubits: \([\square]\) and \([\blacktriangledown]\), and the superscripts are used to indicate the logical qubit values.

The transition rules are shown in Table 1. In particular, the gate operation occurs in rule 1:

\[
1: \quad \blacktriangledown + \square \rightarrow U_m(\square + \blacktriangledown)
\]

(2)

whose backward (or time-reversed) propagation is

\[
1^\dagger: \quad \square + \bigtriangleup \rightarrow U_m^\dagger(\bigtriangleup + \square)
\]

(3)

The design of these rules ensure that there is only one unique forward rule and one unique reverse rule (except at the beginning and the end), and the probability of ending up at any location (i.e. configuration) can be obtained analytically [10].
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Abstract. Interesting connection has been established between two apparently unrelated concepts, namely, quantum nonlocality and Bayesian game theory. It has been shown that nonlocal correlations in the form of advice can outperform classical equilibrium strategies in common interest Bayesian games and also in conflicting interest Bayesian games. Classical equilibrium strategies can be of two types, fair and unfair. Whereas in fair equilibrium payoffs of different players are equal, in unfair case they differ. Advantage of nonlocal correlation has been demonstrated over fair strategies, only. In this letter we show that quantum strategies can outperform even the unfair classical equilibrium strategies. For this purpose we consider a class of two players Bayesian games. It becomes that, such games can have only fair equilibria, both fair and unfair equilibria, or only unfair ones. We provide a simple analytic method to characterize the nonlocal correlations that are advantageous over the classical equilibrium strategies in these games. We also show that quantum advice provides better social optimality solution (a relevant notion of equilibrium for unfair case) over the classical one.
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1 Bayesian Game and equilibria

Undoubtedly one of the most fundamental contradictions of Quantum mechanics (QM) with classical physics gets manifested in its nonlocal behavior. This bizarre feature of QM was first established in the seminal work of J. S. Bell \cite{1}, where he has shown that QM is incompatible with the local-realistic world view of classical physics. More precisely, Bell showed that measurement statistics of multipartite entangled quantum systems can violate an empirically testable local realistic inequality (in general called Bell type inequalities) which establishes the denial of local realism underlying QM. Since Bell’s work, non-locality remains at the center of quantum foundational research and it has been verified in numerous successful experiments. Apart from foundational interest, quantum nonlocality finds practical implications in various device-independent protocols. But, very recently Brunner and Linden have established usefulness of Bell non-locality in Bayesian game theory \cite{2}. A Bayesian game can be played under classical equilibrium strategies which are of two types, fair equilibrium and unfair equilibrium. Payoffs of different players are equal in a fair equilibrium, but differ in case of an unfair equilibrium. It has been shown that QM can provide advantageous strategies over the best classical strategies in common interest Bayesian games \cite{2} as well as conflicting interesting games \cite{3}. However, such advantages are shown over the fair equilibrium. The aim of this present letter is to establish the quantum advantages over the unfair equilibrium strategies. This study is of important relevance since we provide examples of Bayesian games which can be played under unfair equilibrium strategies, only.

2 The class of games we consider

Let Alice and Bob are two players involved in the game. Alice’s and Bob’s types/inputs are denoted as $x_A \in \mathcal{X}_A$ and $x_B \in \mathcal{X}_B$, respectively. For each type they take some actions/outputs denoted as $y_A \in \mathcal{Y}_A$ and $y_B \in \mathcal{Y}_B$ and accordingly they are given payoffs/utilities denoted as $u_A$ and $u_B$, respectively, where $u_i : \mathcal{X}_A \times \mathcal{X}_B \times \mathcal{Y}_A \times \mathcal{Y}_B \rightarrow \mathbb{R}$, for $i \in \{A,B\}$. For the class of games considered here, $\mathcal{X}_A = \mathcal{X}_B = \mathcal{Y}_A = \mathcal{Y}_B = \{0,1\}$ and the utilities are given in Table-1. In accordance with the parameter $\kappa$ and $\tau$ of Table-1 let us denote such a game as $\mathcal{G}(\kappa, \tau)$. Whenever $\kappa < \tau$, there is a conflict between Alice and Bob in choosing their actions.

In the case of correlated strategies, i.e., when the parties are given some common advice, the average payoff is calculated as:

\begin{equation}
F_i = \sum_{x,y} P(x)P(y|x)u_i(x,y).
\end{equation}

Here $P(x)$ is the probability distribution over the Alice’s and Bob’s joint type $x \equiv (x_A,x_B)$ which is considered to be uniform for the class of games introduced above. $P(y|x)$ denote the conditional probability of the joint action $y \equiv (y_A,y_B)$ given the type $x$, i.e., the probability that Alice takes action $y_A$ and Bob takes action $y_B$ given their joint type $(x_A,x_B)$. To play the game $\mathcal{G}(\kappa, \tau)$ each of Alice and Bob can take one of the following four pure classical strategies:

$g^0_i(x_i) = 0; \quad g^1_i(x_i) = 1; \quad g^3_i(x_i) = x_i; \quad g^4_i(x_i) = x_i \oplus 1$;

where $g^0_i(x_i) = 0$ means that $i^{th}$ party takes the action 0 whatever be the type and similarly for the other
cases; ⊕ denotes modulo 2 sum. For the conflicting case (i.e., \( \tau > \kappa \)) there are three equilibrium strategies \( e_{q1} \equiv (g_1^4, g_2^4) \), \( e_{q2} \equiv (g_1^4, g_2^4) \), and \( e_{q3} \equiv (g_1^4, g_2^4) \) whenever \( \kappa < \frac{3}{2} \), with corresponding payoffs being \((F_{Aq1}^\text{eq}, F_{Bq1}^\text{eq}) = (\frac{7}{16}, \frac{3}{16} + \frac{3}{2})\), \((F_{Aq2}^\text{eq}, F_{Bq2}^\text{eq}) = (\frac{2}{16}, \frac{3}{16} + \frac{3}{2})\), and \((F_{Aq3}^\text{eq}, F_{Bq3}^\text{eq}) = (\frac{1}{16}, \frac{3}{16} + \frac{3}{2})\). For \( \kappa > \frac{3}{4} \), there are also three equilibrium strategies \( e_{q1} \equiv (g_1^4, g_2^4) \), \( e_{q2} \), and \( e_{q3} \) with payoff for the strategy \( e_{q1} \) being \((F_{Aq1}^\text{eq}, F_{Bq1}^\text{eq}) = (\frac{1}{2}, \frac{1}{2})\). For the parameter value \( \kappa > 1 \), all the three equilibria are unfair and in every case Bob’s payoff is greater than that of Alice. Note that in this case (\( \kappa > 1 \)) even no fair correlated equilibrium strategy is possible. The case where \( \kappa + \tau = 3/2 \) give a fair equilibrium strategy as occurred in the conflicting game of [3]. When \( \tau < \kappa \) the game turns out to be a common interest game. In this case there is only one equilibrium strategy, \((g_1^4, g_2^4)\) when \( \kappa < \frac{3}{4} \) and \((g_1^4, g_2^4)\) otherwise, with pay-off being \((\frac{11}{16}, \frac{3}{16} + \frac{3}{2})\) and \((\frac{3}{16}, \frac{3}{2})\), respectively. Since any classical (local realistic) advice can be written as \(P(y_{AB}|x_A, x_B) = \int dy_P(y_{A|x_A, \lambda})P(y_{B}|x_B, \lambda)\), with \( \lambda \) being a local variable (also called hidden variable by the quantum foundation community), convexity ensures that using any such advice it is not possible to overcome the equilibrium payoffs. However in quantum world there are no-signaling correlations that are not of this local realistic form (thus called nonlocal) and hence there may be a possibility to overcome the classical equilibrium payoffs.

3 2 − 2 2 no-signaling correlations

> For the two-party scenario with two two-outcome measurements for each party, we denote the joint probability distribution as \(P(ab|ij)\), where the outcomes \(a, b \in \{+,-\}\) and the measurement settings \(i, j \in \{0,1\}\). We can express the joint distribution as:

\[
(P(+ | ij), P(+ | ij), P(− | ij), P(− | ij)) = (c_{ij}, m_{ij} - c_{ij}, n_{ij} - c_{ij}, 1 - n_{ij} - m_{ij} + c_{ij}),
\]

(2)

Here \( m_{ij} := P(+ | ij) + P(− | ij) \) and \( n_{ij} := P(+ | ij) + P(− | ij) \) denote the corresponding marginal probabilities of Alice and Bob, with positivity imposing the restrictions, \(\max(0, m_{ij} + n_{ij} - 1) \leq c_{ij} \leq \min(m_{ij}, n_{ij}) \ \forall \ j\). According to no-signaling Alice’s marginal outcome probability should not depend on Bob’s measurement settings and vice versa, which can be expressed as \(m_{00} = n_{10} := m_0, m_{10} = n_{11} := m_1, n_{00} = n_{10} := n_0, n_{01} = n_{11} := n_1\). The celebrated Bell-CHSH expression is given by, \(\mathbb{B} = (00) + (01) + (10) - (11)\), where \((ij) := P(+ | ij) - P(− | ij) - P(− | ij) + P(− | ij)\). A no-signaling probability distribution has a local realistic description if and only if it satisfies the Bell-CHSH inequality, i.e., \(|\mathbb{B}| \leq 2\). In terms of probabilities, the Bell-CHSH expression becomes,

\[
\mathbb{B} = 2 + 4(c_{00} + c_{01} + c_{10} - c_{11}) - 4(m_0 + n_0).
\]

(3)

4 Our result and discussion

In the Bayesian game described above, the two players can be commonly advised by a general no-signaling correlation. Then, Alice’s and Bob’s average payoffs, respectively, read:

\[
P_{A}^{NS} = \frac{1}{16} \left[3 + 3/2\mathbb{B} + 2(m_0 + n_0) + (m_1 + n_1)\right],
\]

(4)

\[
P_{B}^{NS} = \frac{1}{16} \left[(10\tau - 2\kappa) + (\tau + \kappa)\mathbb{B} + 4(\kappa - \tau)(m_0 + n_0) + (3 - 3\tau)(m_1 + n_1) + 4(\kappa + \tau - 3/2)c_{11}\right].
\]

(5)

A no-signaling nonlocal advice outperforms some classical equilibrium payoff \((F_{Aq}^\text{eq}, F_{Bq}^\text{eq})\) if \(F_{i}^{NS} > F_{i}^\text{eq}\), for \(i = A, B\).

We show that such nonlocal correlations can outperform the unfair classical equilibrium strategies of such Bayesian games (see [4] for detail). Furthermore we find that unlike for the case of fair strategy the notion of quantum equilibrium is not a valid one for unfair strategies. In this case a stronger refinement of the equilibrium concept, known as social optimality. Given a quantum advice, the choice of measurement settings (strategies), one by each player, will be called social optimality if the sum of all players’ payoffs is maximum. We also show that quantum advice can provide unfair social optimal strategies better than the classical one. Although we have considered a particular class but our analysis points out the effectiveness of nonlocal advice over any classical correlation. We have also completely characterize the no-signaling advices providing advantage in these games over the fair and unfair classical equilibrium strategies.
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Abstract. Bell inequality violations have been demonstrated in systems involving up to fourteen particles, but testing a Bell inequality becomes increasingly challenging as the number of parties involved increases. Yet, nonlocal correlations constitute a resource for device-independent information processing. Here, we construct a Bell correlation witness, and show that it can be used to demonstrate that a state is Bell correlated in situations where no Bell test can be performed. We report on an experimental violation of the witness with about 480 atoms in a Bose-Einstein condensate. This opens the way for the study of Bell nonlocality in many-body systems.

The violation of a Bell inequality is the key to device-independent information processing. This allows one to achieve tasks with one of the strongest form of security known today. Security both against powerful adversaries and in face of experimental uncertainties such as systematic measurement errors. Device-independent quantum key distribution (QKD) is an early example of device-independent information processing [1]. Today, more such tasks are known, including the certification of quantum computation [2], of quantum states and measurements [3], and randomness generation [4].

While most device-independent protocols rely on the violation of bipartite Bell inequalities, new forms of correlations are known to arise in presence of a larger number of parties [5]. Testing a Bell inequality on many parties is however technically challenging. Indeed, a Bell test requires addressing of individual particles, which is seldom possible when dealing with more than a few tens of particles. The number of measurements that need to be performed also increases rapidly with the number of parties, and multipartite Bell inequalities typically involve many-body correlations functions, which are difficult to evaluate on systems involving many particles.

Building on the result of [6], we consider here the situation in which well-characterized collective measurements are performed on an ensemble of particles. Using the few-body correlator inequality from [6], we construct a witness operator for Bell correlated quantum states. This witness only involves up to the second moment of two collective measurements (see [7] for more details). It is thus amenable to experimental test on large systems.

We test this witness on a Bose-Einstein Condensate (BEC) of about 480 Rubidium atoms prepared in a spin-squeezed state. An experimental violation of the witness by 3.8 standard deviations is observed (see figure 1), thus demonstrating that the atoms share Bell correlations, i.e. the state of the atoms is able to violate a Bell inequality.

The witness introduced here constitutes an easy way to certify that a many-body quantum system can be used for a device-independent task. This opens questions about the possible use of many-body quantum systems for device-independent information processing. More efforts are also needed to further characterize many-body nonlocal states. Finally, this result brings Bell correlations into the field of quantum many-body physics, where entanglement is already known to be responsible for enhanced metrologic precisions [8].
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Figure 1: Experimental value of the witness $W$ upon variation of a parameter $\theta$ (see [7] for more details). Non-Bell-correlated states can only achieve a value of $W \geq 0$. The red dot is 3.8 standard deviations from the bound, demonstrating that the measured state can useful for device-independent tasks.
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**Abstract.** Theoretically, witnessing entanglement is by measuring a special Hermitian observable, called entanglement witness (EW), which has non-negative expected outcomes for all separable states but can have negative expectations for certain entangled states. In practice, an EW implementation may suffer from two problems. The first one is reliability. Due to unreliable realization devices, a separable state could be falsely identified as an entangled one. The second problem relates to robustness. A witness may be suboptimal for a target state and fail to identify its entanglement. To overcome the reliability problem, we employ a recently proposed measurement-device-independent entanglement witness scheme, in which the correctness of the conclusion is independent of the implemented measurement devices. In order to overcome the robustness problem, we optimize the EW to draw a better conclusion given certain experimental data. With the proposed EW scheme, where only data post-processing needs to be modified comparing to the original measurement-device-independent scheme, one can efficiently take advantage of the measurement results to maximally draw reliable conclusions.

**Keywords:** entanglement witness, measurement device independent

1 Introduction

Witnessing the existence of entanglement is an important and necessary step for quantum information processing. In theory, entanglement can be witnessed by measuring a Hermitian observable \( W \), whose output expectation for any separable state \( \sigma \) is non-negative, \( \text{Tr}(W\sigma) \geq 0 \), but can be negative for certain entangled state \( \rho \), \( \text{Tr}(W\rho) < 0 \). In this case, we call \( W \) an entanglement witness (EW) for state \( \rho \). In general, \( W \) can be obtained by a linear combination of product observables, which can be measured locally on the subsystems.

In reality, EW implementation may suffer from two problems. The first one is reliability. That is, one might conclude unreliable results due to imperfect experimental devices. If the realization devices are not well calibrated, the practically implemented observable \( W' \) may deviate from the original theoretical design \( W \), which can even be not a witness. That is, there may exist some separable states \( \sigma \), such that \( \text{Tr}[\sigma W'] < 0 \leq \text{Tr}[\sigma W] \). Branciard et al. proposed the measurement-device-independent entanglement witness (MDIEW) scheme [1], in which entanglement can be witnessed without assuming the realization devices. The MDIEW scheme is based on an important discovery that any entangled state can be witnessed in a nonlocal game with quantum inputs [2]. In the MDIEW scheme, it is shown that an arbitrary conventional EW can be converted to be an MDIEW, which has been experimentally tested [3].

The second problem lies on the robustness of EW implementation. Since each (linear) EW can only identify certain regime of entangled states, a given EW is likely to be ineffective to detect entanglement existing in an unknown quantum state. While a failure of detecting entanglement is theoretically acceptable, in practice, such failure may cause experiment to be highly inefficient. In a way, this problem becomes more serious in the MDIEW scenario, where the measurement devices are assumed to be uncharacterized and even untrusted. In this case, the implemented witness, which may although be designed optimal at the first place, can become a bad one which merely detects no entanglement. However, the observed experimental data may still have enough information for detecting entanglement. Therefore, the key problem we are facing here is that given a set of observed experimental data, what is the best entanglement detection capability one can achieve.

Here, we only briefly review our result and refer to Ref. [4] for details.

2 Reliable entanglement witness

Focus on the bipartite scenario with Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), with dimensions \( \dim\mathcal{H}_A = d_A \) and \( \dim\mathcal{H}_B = d_B \). For a bipartite entangled state \( \rho_{AB} \) defined on \( \mathcal{H}_A \otimes \mathcal{H}_B \), we can always find a conventional entanglement witness \( W \) such that \( \text{Tr}[W\rho_{AB}] < 0 \) and \( \text{Tr}[W\sigma_{AB}] \geq 0 \) for any separable state \( \sigma_{AB} \). Suppose \( \{\omega^x_T\} \) and \( \{\tau^y_T\} \) to be two bases for Hermitian operators on \( \mathcal{H}_A \) and \( \mathcal{H}_B \), respectively. Thus, we can decompose \( W \) on the basis \( \{\omega^x_T \otimes \tau^y_T\} \) by \( W = \sum_{x,y} \beta^{x,y}_T \omega^x_T \otimes \tau^y_T \), where \( \beta^{x,y}_T \) are real coefficients and the transpose is for later convenience.

An MDIEW can be obtained by

\[
J = \sum_{x,y} \beta^{x,y}_T p(1,1|\omega_x,\tau_y) \tag{1}
\]

where \( \beta^{x,y}_T = \beta^{x,y}_{AB} \) and \( p(1,1|\omega_x,\tau_y) \) is the probability of outputting \((a = 1, b = 1)\) with input states \((\omega_x,\tau_y)\). In the MDIEW design, Alice (Bob) performs Bell state measurement on \( \rho_A \) (\( \rho_B \)) and \( \omega_x \) (\( \tau_y \)).

As shown in Ref. [1], \( J \) is linearly proportional to the conventional witness when the measurement is projecting onto the maximally entangled state \( |\Phi^1_A\rangle = 1/\sqrt{d_A} \sum_i |ii\rangle \) and \( |\Phi^1_B\rangle = 1/\sqrt{d_B} \sum_j |jj\rangle \),

\[
J = \text{Tr}[W\rho_{AB}] / d_A d_B.
\]

Thus, \( J \) defined in Eq. (1) witnesses...
entanglement. Furthermore, it can be proved that such a witness is independent of the measurement devices.

3 Robust MDIEW

Now, we present a method to optimize the MDIEW given a fixed observed experiment data \( p(1, 1|\omega_x, \tau_y) \).

**Problem (formal):** For a given probability distribution \( p(1, 1|\omega_x, \tau_y) \), minimize

\[
J(\beta^{x,y}) = \sum_{x,y} \beta^{x,y} p(1, 1|\omega_x, \tau_y)
\]

over all \( \beta^{x,y} \) satisfying

\[
\sum_{x,y} \beta^{x,y} \text{Tr} [\sigma_{AB}(\omega^T_x \otimes \tau^T_y)] \geq 0, \text{ for any separable state } \sigma_{AB}
\]

and \( \text{Tr} \left[ \sum_{x,y} \beta^{x,y} \omega^T_x \otimes \tau^T_y \right] = 1 \).

A possible solution to this problem is to try all entanglement witnesses to find the optimal one. However, it is proved that the problem of accurately finding such an optimal witness is NP-hard. Thus, our problem is also intractable for the most general case. The key for the problem being intractable is that there is no efficient way to characterize an arbitrary entanglement witness.

In the bipartite case, an operator is an witness if and only if \( \text{Tr}[\sigma_{AB}W] \geq 0 \) for any separable state \( \sigma_{AB} \). As \( \sigma_{AB} \) can always be decomposed as a convex combination of separable states as \( |\psi\rangle_A |\phi\rangle_B \), the condition can be equivalently expressed as

\[
\langle \psi|_A (|\phi\rangle_B W |\psi\rangle_A |\phi\rangle_B \geq 0, \text{ for any pure states } |\psi\rangle_A \text{ and } |\phi\rangle_B.
\]

The constraints for a witness \( W \) are very difficult to describe in the most general case, which makes our problem hard.

While, this problem can be resolved if we allow certain failure errors. A Hermitian operator \( W_\epsilon \) is defined as an \( \epsilon \)-level entanglement witness, when

\[
\text{Prob} \{ \text{Tr}[\sigma W_\epsilon] < 0 | \sigma \in S \} \leq \epsilon,
\]

where \( S \) is the set of separable states. That is, the operator \( W_\epsilon \) has a probability less than \( \epsilon \) to detect a randomly selected separable quantum state to be entangled. Intuitively, \( \epsilon \) can be regarded as a failure error probability. We refer to Ref. [5] for a rigorous definition. It is shown that the \( \epsilon \)-level optimal EW can be found efficiently for any given entangled state \( \rho \). In particular, constrained on \( \text{Tr}[W_\epsilon] = 1 \) and \( W_\epsilon \) to be an \( \epsilon \)-level EW, one can run a semi-definite programming (SDP) to minimize \( \text{Tr}[W_\epsilon \rho] \).

Following the method proposed in Ref. [5], we can solve the minimization problem given in Eq. (2) by allowing a certain failure probability \( \epsilon \). First, we relax the constraints. Instead of requiring being non-negative for all separable states, we randomly generate \( N \) separable states \( \{ |\psi\rangle^i_A |\phi\rangle^i_B \} \) and require that

\[
\sum_{x,y} \beta^{x,y} (\omega^T_x \otimes \tau^T_y)^i \geq 0, \forall i \in \{1, 2, \ldots, N\},
\]

where \( (\omega^T_x \otimes \tau^T_y)^i = \langle \psi|_A |\phi\rangle_B \omega^T_x \otimes \tau^T_y |\psi\rangle_A |\phi\rangle_B \). Then the problem can be expressed as

\[
\text{Problem (\( \epsilon \)-level): given a probability distribution } p(1, 1|\omega_x, \tau_y), \text{ minimize}
\]

\[
J(\beta^{x,y}) = \sum_{x,y} \beta^{x,y} p(1, 1|\omega_x, \tau_y)
\]

over all \( \beta^{x,y} \) satisfying

\[
\sum_{x,y} \beta^{x,y} (\omega^T_x \otimes \tau^T_y)^i \geq 0, \forall i \in \{1, 2, \ldots, N\}, \text{ for } N \text{ randomly generated separable states } \{ |\psi\rangle^i_A |\phi\rangle^i_B \}
\]

and

\[
\sum_{x,y} \beta^{x,y} \text{Tr} [\omega^T_x \otimes \tau^T_y] = 1.
\]

Note that

\[
W_B = \langle \psi|_A W \psi \rangle_A \geq 0, \forall \psi \rangle_A,
\]

where \( W_B \geq 0 \) indicates that \( W_B \) has non-negative eigenvalues. Therefore, we only need to generate \( N \) states \( |\psi\rangle^i_A \), for \( i = 1, 2, \ldots, N \), and the problem is

\[
\text{Problem (\( \epsilon \)-level, SDP): given a probability distribution } p(1, 1|\omega_x, \tau_y), \text{ minimize}
\]

\[
J(\beta^{x,y}) = \sum_{x,y} \beta^{x,y} p(1, 1|\omega_x, \tau_y)
\]

over all \( \beta^{x,y} \) satisfying

\[
\sum_{x,y} \beta^{x,y} (\omega^T_x \otimes \tau^T_y)^i \geq 0, \forall i \in \{1, 2, \ldots, N\}, \text{ for } N \text{ randomly generated states } \{ |\psi\rangle^i_A \}
\]

and

\[
\sum_{x,y} \beta^{x,y} \text{Tr} [\omega^T_x \otimes \tau^T_y] = 1.
\]

Then, we can run an SDP to solve this problem. It is worth to remark that the problem can be similarly solved in the multipartite case.
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Abstract. The structural relation between multipartite entanglement and symmetry is one of the central mysteries of quantum mechanics. In this paper, we study the separability of quantum states in bosonic system. We show that mixture of multi-qubit Dicke state is separable if and only if its partial transpose is positive semi-definite, which confirms the hypothesis of [Wolfe, Yelin, Phys. Rev. Lett. (2014)]. We generalize this result to a class of bosonic states in $d \otimes d$ system and show that for general $d$, determine its separability is NP-hard although verifiable conditions for separability is easily derived in case $d = 3, 4$. We show that mixture of multi-qubit Dicke state is separable if and only if its partial transpose is positive semi-definite, which confirms the hypothesis of [Wolfe, Yelin, Phys. Rev. Lett. (2014)]. We generalize this result to a class of bosonic states in $d \otimes d$ system and show that for general $d$, determine its separability is NP-hard although verifiable conditions for separability is easily derived in case $d = 3, 4$. We show that mixture of multi-qubit Dicke state is separable if and only if its partial transpose is positive semi-definite, which confirms the hypothesis of [Wolfe, Yelin, Phys. Rev. Lett. (2014)]. We generalize this result to a class of bosonic states in $d \otimes d$ system and show that for general $d$, determine its separability is NP-hard although verifiable conditions for separability is easily derived in case $d = 3, 4$.
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Quantum entanglement has been regarded as a resource of cryptography and metrology. Therefore, it is a fundamental problem to qualitatively test whether a given state is entangled or not. In multipartite systems, a quantum state is called fully separable, not entangled, if it can be written as a statistical mixture of product states. Although it is known to be NP-Hard of testing separability [1], a considerable number of different separability criteria have been discovered (see the references in [4, 3]), including the famous Positive Partial Transpose(PPT) criterion [2]. One widely used tool of detecting entanglement is entanglement witnesses [5, 6]. Another key concept for entanglement detection is symmetry. The $k$-symmetric extension provides a hierarchy of separability criteria [7, 8, 9, 11, 10], which converges exactly to the set of separable states when $k$ goes to infinity.

Due to the essential role of symmetry played in entanglement theory, it becomes of great interest to study the relation between multipartite entanglement and symmetry, more precisely, the entanglement of bosonic system. For $N$-qubit bosonic system, a natural basis is $N$-qubit Dicke states(unormalized),

$$|D_{N,n}\rangle := \binom{N}{n} P_{\text{sym}} (|0 \rangle \otimes |1 \rangle \otimes |N-n \rangle),$$

with $P_{\text{sym}}$ being the projection onto the Bosonic (fully symmetric) subspace, i.e., $P_{\text{sym}} = \frac{1}{N} \sum_{\pi \in S_N} U_{\pi}$, the sum extending over all permutation operators $U_{\pi}$ of the $N$-qubit systems. Dicke states are particularly suitable for the cold atomic systems, where the particle number is usually thousands. Considerable efforts have been devoted to study entanglement of Dicke states, theoretically [12, 13, 14, 15, 16, 17], and experimentally [19, 18, 20, 21]. The separability of bosonic states, especially the role of PPT in the separability of bosonic system, has attracted lot of attention. Eckert et.al prove that there is no PPT entanglement in three-qubit bosonic system [12]. After 10 years, the existence of four-qubit bosonic PPT entanglement is demonstrated in Ref. [22]. Particularly, analytical criteria of the separability of mixture of Dicke states (MDS) is highly desired, and has been pursued extensively [23, 24, 25, 26, 27]. For instance, in Ref. [25], Quesada et.al provided the analytical expression for the best separable approximation of MDS by using the idea introduced by Lewenstein et.al in [26]. In Ref. [27], Wolfe and Yelin proposed the hypothesis that MDS is separable if and only if it is PPT, according to their ideas on generating sufficient separability criteria numerically.

In this paper, we confirm the validity of the hypothesis that PPT indicates separability of mixture of Dicke state (MDS). The idea is also generalized to prove that the separability of mixture of bipartite high dimensional Dicke states is NP-complete, although very simple criterion is given when the local dimension is 3 or 4.

More precisely, we provide an analytical necessary and sufficient condition for $N$-qubit separability of the MDS, which is called diagonal symmetric states in previous literatures [23, 22, 24, 25, 27],

$$\rho = \sum_{n=0}^{N} \chi_n |D_{N,n}\rangle \langle D_{N,n}|.$$

Theorem 1 The MDS $\rho = \sum_{n=0}^{N} \chi_n |D_{N,n}\rangle \langle D_{N,n}|$ is separable if and only if the following two Hankel Matrices [29] $M_0, M_1$ are positive semi-definite, i.e.,

$$M_0 := \begin{pmatrix} x_0 & \cdots & x_{m_0} \\ \vdots & \ddots & \vdots \\ x_{m_0} & \cdots & x_{2m_0} \end{pmatrix} \succeq 0, \quad (1)$$

$$M_1 := \begin{pmatrix} x_1 & \cdots & x_{m_1} \\ \vdots & \ddots & \vdots \\ x_{m_1} & \cdots & x_{2m_1-1} \end{pmatrix} \succeq 0, \quad (2)$$

where $m_0 := \lfloor \frac{N}{2} \rfloor$ and $m_1 := \lfloor \frac{N+1}{2} \rfloor$.

Theorem 2 $N$-qubit MDS $\rho = \sum_{n=0}^{N} \chi_n |D_{N,n}\rangle \langle D_{N,n}|$ is separable if and only if it is PPT. More precisely, $\rho$ is separable if and only if it is PPT under the partial transpose of $m_0 = \lfloor \frac{N}{2} \rfloor$ subsystems.
These techniques to study the multi-qubit Dicke states can be generalized to study the mixture of higher dimensional bipartite Dicke states,

\[ \rho = \sum_{i,j=1}^{d} \chi_{i,j} |\psi_{i,j}\rangle \langle \psi_{i,j}|, \]

with \(|\psi_{i,j}\rangle := \begin{cases} |ij\rangle & \text{if } i = j, \\ |ij\rangle + |ji\rangle & \text{otherwise.} \end{cases} \)

Recall the known hardness result on testing the membership of completely positive matrices in Ref. [28], we have

**Theorem 3** It is NP-Hard to decide whether \( \rho = \sum_{i,j=1}^{d} \chi_{i,j} |\psi_{i,j}\rangle \langle \psi_{i,j}| \) is separable. On the other hand, for \( d = 3, 4 \), it is separable if and only if \( \chi = (\chi_{ij})_{d \times d} \) is semi-definite positive.

In this paper, we study the separability of bosonic state. We prove the validity of the hypothesis of Ref. [27] by demonstrating an analytical condition for the separability of mixture of N-qubit Dicke states. These techniques are also applied on the mixture of \( d \otimes d \) Dicke states, and hardness result is showed. We hope that our techniques for certifying entanglement witness and positive polynomials, may prove useful in furthering the understanding of entanglement.
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Abstract. We show that the entanglement of any rank-2 state quantified with any polynomial measure of entanglement can be expressed as a geometric problem on the corresponding Bloch sphere. This setting provides novel insight into the properties of entanglement and allows us to relate different polynomial measures to each other, simplifying their quantification. In particular, using the geometric structure of the concurrence, we show that the convex roof of any polynomial measure can be quantified exactly for rank-2 states which have only one or two unentangled states in their range. We give explicit examples by quantifying the three-tangle exactly for several representative classes of rank-2 three-qubit states. We also show how this method can be used to obtain analytical results for more complex systems if one can exploit symmetries in their geometry. We provide a direct application of the result by investigating the monogamy relations of multi-qubit systems.
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1 Introduction

Ever since the use of entanglement was recognised as a useful resource in many quantum information protocols, there has been a consistent effort to develop a comprehensive framework for entanglement quantification [1]. However, the promising results in quantifying bipartite entanglement did not easily generalise to systems of more parties, where even for the three-qubit case we only have analytical results in very few, special cases. In particular, the complex optimisation problems involved in the quantification of multipartite entanglement are a major obstacle to obtaining a full understanding of the properties of entanglement in general.

A particular class of well-studied and often-used measures of entanglement are the polynomial measures, such as the concurrence of two qubits, the three-tangle of three qubits, or generalised measures for any number of qubits and qudits. Their quantification for mixed states involves the difficult optimisation problem of evaluating the so-called convex roof, that is, minimising the entanglement over all possible pure-state decompositions. While the concurrence of any two-qubit state can be quantified exactly, the framework for quantification of entanglement of more qubits is in its infancy, and exact results have only been obtained in very few, special cases.

In this work [2, 3], we develop a geometric approach to understanding and quantifying convex roof-extended polynomial measures of entanglement, establishing a link between geometric and algebraic methods for entanglement quantification. Our approach reveals common relations between different polynomial measures on pure states and allows for a simplification of the problem of evaluating their convex roof on mixed states.

2 Results

Any rank-2 quantum system can be visualised in the well-known graphical representation called the Bloch sphere. We show that for any such state, the quantification of its entanglement corresponds to a geometric problem of measuring distances on the Bloch sphere. This approach allows the entanglement of all rank-2 states to enjoy a convenient visual representation, which considerably simplifies the study and understanding of their properties.

We first investigate the properties of the concurrence, derive its geometric structure in detail (see Fig. 1), and use geometric methods to fully quantify its convex roof. We then show that for all rank-2 states which have only one or two unentangled states in their range (their Bloch sphere), the geometric structure of all polynomial measures of entanglement is identical to that of the concurrence. We call such states one-root and two-root states, respectively. This result allows us to quantify the convex roof exactly, not just for the concurrence, but also for the three-tangle and for any other polynomial measure of any degree.

Using the geometric approach, we provide ex-
Figure 1: The curves of constant entanglement for the concurrence (or any other polynomial measure in two-root states). The curves obtained as the intersection of the surface with the Bloch sphere show all states with a given value of entanglement.

act, easily computable formulas for the entanglement of all one-root and two-root mixed states. We additionally prove an even stronger geometric result, showing that for all polynomial entanglement measures of degree 2, the entanglement of one-root states does not depend on the chosen convex decomposition and becomes trivial to compute.

Further, we show that several classes of four-qubit states have marginals which are one- or two-root states, meaning that the simplified entanglement properties are a common occurrence among all rank-2 three-qubit systems. We show a direct physical application of the relevant classes of states by investigating the monogamy of entanglement. In particular, we introduce a generalised form of the well-known Coffman-Kundu-Wootters monogamy relation [4] in which we consider multipartite entanglement in addition to the bipartite one, and we show that among four-qubit states this stronger form of monogamy is violated only for a small subset of states. Interestingly, all of the states in the violating subset have one-root marginals, allowing us to quantify exactly the three-partite entanglement in these states [5]. The exact quantification of the convex roof thanks to the simplified properties of one-root states is therefore crucial to understanding monogamy relations in systems of many qubits, proving the relevance of the geometric methods introduced in our work.

Lastly, we show that the geometric approach can be used beyond one- and two-root states, employing the case of the mixtures of GHZ and W states as an example. We rederive known results for this class of states [6] in the new approach, justifying its use in a broader range of states and showing that the geometric methods can be extremely helpful if the Bloch sphere of a the considered state enjoys certain symmetries.

3 Discussion

We introduced a geometric approach to characterising and quantifying convex roof-extended polynomial measures of entanglement, showing a relation between different measures and allowing for a simplification of the problem of quantifying their convex roof. While geometric methods have been employed in the study of entanglement, their application to quantifying polynomial measures of entanglement has not been explored before. We showed that this approach provides novel insight into the structure of entanglement for rank-2 states, allowing us to derive many simplified properties of such states and quantify their entanglement exactly in many relevant cases of three-qubit states as well as more complex systems.

We investigated the particularly simplified cases of one-root and two-root states, for which we can quantify the convex roof of any polynomial measure exactly. We showed that states of this type, in addition to being crucial in studying the generalised monogamy relations of entanglement, are a common occurrence among quantum states and thus of high importance in quantum information.

Our approach not only provides a convenient visual representation for the properties of entanglement, allowing us to introduce geometric insights and results into the problem of entanglement quantification, but also has immediate applications in the theory of quantum correlations.
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An Improved Semidefinite Programming Upper Bound on Distillable Entanglement and Nonadditivity of Rains’ Bound
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Abstract. A new additive and semidefinite programming (SDP) computable entanglement measure is introduced to upper bound the amount of distillable entanglement in bipartite quantum states by PPT operations. This quantity is always smaller than or equal to the logarithmic negativity, the previously best known SDP bound on distillable entanglement, and the inequality is strict in general. By using similar techniques, a succinct SDP characterization of the one-copy PPT-assisted deterministic distillation rate for any bipartite state is also obtained. We also resolve two open problems in entanglement theory by showing that the Rains’ bound is neither additive nor equal to the asymptotic relative entropy of entanglement. Finally, we introduce an SDP quantity not only to lower bound the entanglement cost of general bipartite states, but also to upper bound the PPT-assisted deterministic distillation rate.
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Introduction One basic entanglement measure is the entanglement of distillation, denoted by $E_D$, which characterizes the rate at which one can obtain maximally entangled states from an entangled state by local operations and classical communication (LOCC) [1, 2]. Entanglement cost $E_C$ [1, 3] is another fundamental measure in entanglement theory, which quantifies the rate for converting maximally entangled states to the given state by LOCC. Since both distillable entanglement and the entanglement cost are important but difficult to compute [4], it is of great importance to find the best approach to efficiently evaluate them.

Improved SDP upper bound on distillable entanglement The logarithmic negativity of a quantum state $\rho_{AB}$ is given by $E_N(\rho_{AB}) := \log_2 \min |\rho_{AB}^T|_1$ [5, 6]. We now introduce a new SDP quantity $E_W$ as follows:

$$E_W(\rho_{AB}) = \log_2 \min |X_{AB}^T|_1, \text{ s.t. } X_{AB} \geq \rho_{AB}.$$  

Theorem 1 The function $E_W(\cdot)$ has the following properties:

i) Additivity under tensor product: $E_W(\rho_{AB} \otimes \sigma_{A'B'}) = E_W(\rho_{AB}) + E_W(\sigma_{A'B'})$.

ii) Upper bound on PPT distillable entanglement: $E_W(\rho_{AB}) \leq E_W(\rho_{AB})$.

iii) Detecting genuine PPT distillable entanglement: $E_W(\rho_{AB}) > 0$ if and only if $\rho_{AB}$ is PPT distillable.

iv) Entanglement monotone under PPT operations: $E_W(\Lambda(\rho_{AB})) \leq W(\rho_{AB})$ for any $\Lambda \in \text{LOCC}$ (and PPT).

v) Improved bound over logarithmic negativity: $E_W(\rho_{AB}) \leq E_N(\rho_{AB})$, and the inequality can be strict.

It is worth pointing out that $E_N$ has all properties i) to iv). In particular, for $\rho^{(\alpha)}_{AB} = \sum_{m=0}^2 |\psi_m\rangle\langle\psi_m|/3$ (0 < $\alpha$ < 0.5) with $|\psi_0\rangle = \sqrt{\alpha}|01\rangle + \sqrt{1-\alpha}|10\rangle$, $|\psi_1\rangle = \sqrt{\alpha}|02\rangle + \sqrt{1-\alpha}|20\rangle$, and $|\psi_2\rangle = \sqrt{\alpha}|12\rangle + \sqrt{1-\alpha}|21\rangle$, we have $E_W(\rho^{(\alpha)}_{AB}) < E_N(\rho^{(\alpha)}_{AB})$.

Nonadditivity of Rains’ bound The Rains’ bound is arguably the best known upper bound of distillable entanglement [7]. As it is is proved to be equal to the asymptotic relative entropy of entanglement for Werner states [8] and orthogonally invariant states [9], one open problem is whether these two quantities always coincide. Another open problem is whether Rains’ bound is additive [9].

We resolve the above two open problems by introducing a class of two-qubit states $\rho_r$ whose clos-
est separable states can be derived by the result in Ref. [10]. Thus, the Rains’ bound of $\rho_r$ is exactly given. Then we apply the algorithm in Refs. [11, 12] to demonstrate the gap between $R(\rho^{\otimes 2}_r)$ and $2R(\rho_r)$. The example is 

$$\rho_r = \frac{1}{8} [00]|00\rangle + x|01\rangle|01\rangle + \frac{7-8x}{8}|10\rangle|10\rangle + \frac{32y^2 - 10r + 1}{4\sqrt{2}}(|01\rangle|01\rangle + |10\rangle|01\rangle)$$

with $x = r + \frac{32r^2 - 10r + 1}{256r^2 - 160r + 33} + \frac{32x_1}{32(5/8-y)}$, $y = (4r^2 - 5r/2 + 33/64)^{1/2}$.

**Theorem 2** For $0.45 \leq r \leq 0.548$, we have $R(\rho^{\otimes 2}_r) < 2R(\rho_r)$. Meanwhile, $E^\infty_r(\rho_r) < R(\rho_r)$. It is now reasonable to define the asymptotic Rains’ bound, i.e., $R^\infty(\rho) = \inf_{n \geq 1} \frac{1}{n} R(\rho^{\otimes n})$. Clearly $R^\infty$ would be a better upper bound for the distillable entanglement. How to evaluate this quantity remains open.

**Deterministic distillation rate** The deterministic entanglement distillation concerns about how to distill maximally entangled states exactly. The one-copy PPT-assisted deterministic distillation rate can be formalized as an SDP.

**Theorem 3** For bipartite state $\rho_{AB}$, 

$$E_{1,0}(\rho_{AB}) = \max_{P_{AB}} \log_2 \| R_{AB}^n \|_{\infty},$$

subject to $P_{AB} \leq R_{AB} \leq 1_{AB},$

where $P_{AB}$ is the projection onto $\text{supp}(\rho_{AB})$.

And the asymptotic rate is given by $E_{\Gamma,0}(\rho) := \sup_{n \geq 1} E_{1,0}(\rho^{\otimes n}) / n = \lim_{n \to \infty} E_{1,0}(\rho^{\otimes n}) / n.$

For a bipartite quantum state $\rho_{AB}$, we define 

$$E_M(\rho_{AB}) = -\log_2 \max \text{Tr} P_{AB} V_{AB},$$

subject to $\text{Tr}[V_{AB}^2] = 1, V_{AB} \geq 0.$

We further show that $E_M(\rho)$ is not only the upper bound of the deterministic distillation rate of $\rho$, but also a lower bound for the asymptotic Rains’ bound.

**Theorem 4** For any bipartite state $\rho$, $E_{\Gamma,0}(\rho) \leq E_M(\rho) \leq R^\infty(\rho) \leq E_C(\rho)$.

The last inequality is from Ref. [13]. Interestingly, $E_M$ also gives the PPT-assisted deterministic distillation rate for many special cases.

**Conclusions** We present a new and improved SDP upper bound $E_W$ to the distillable entanglement. This quantity enjoys additional nice properties such as additivity under tensor product and monotonicity under both LOCC and PPT operations. Furthermore, we show that the Rains’ bound is neither additive nor equal to the asymptotic relative entropy of entanglement by constructing a class of two-qubit states. We also introduce the asymptotic Rains’ bound and give an SDP lower bound $E_M$ for it, which provides an efficiently computable lower bound for the entanglement cost of general bipartite states for the first time. Finally, we provide a refined SDP for the one-copy PPT-assisted distillation rate and show that $E_M$ is the best upper bound for the asymptotic rate. Proof details of our main results can be found in arxivs: 1601.07940 and 1605.00348.

We were grateful to A. Winter, Y. Huang, M. Tomamichel for helpful suggestions and M. Plenio and J. Eisert for communicating references to us. This work was partly supported by the Australian Research Council (Grant Nos. DP120103776 and FT120100449).
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Extendability, complete extendability and a measure of entanglement for Gaussian states

B. V. Rajarama Bhat† K. R. Parthasarathy‡ Ritabarta Sengupta§

1 Theoretical Statistics and Mathematics Unit, Indian Statistical Institute, Bengalare Centre, 8th Mile, Mysore Road RVCE Post, Bangalore 560 059, India
2 Theoretical Statistics and Mathematics Unit, Indian Statistical Institute, Delhi Centre, 7 S J S Sansanwal Marg, New Delhi 110 016, India

Abstract. Motivated by the notions of k-extendability and complete extendability of the state of a finite level quantum system as described by Doherty et al (Phys. Rev. A, 69:022308), we introduce parallel definitions in the context of Gaussian states and using only properties of their covariance matrices derive necessary and sufficient conditions for their complete extendability. It turns out that the complete extendability property is equivalent to the separability property of a bipartite Gaussian state. We also give proof for this in general bipartite quantum states (need not be of finite dimensions). We further show that maximum extendability number can be used as a measure of entanglement for Gaussian states.

Following the proof of quantum de Finetti theorem as outlined in Hudson and Moody (Z. Wahrscheinl.keitstheorie und Verw. Gebiete, 33(4):343–351), we show that separability is equivalent to complete extendability for a state in a bipartite Hilbert space where at least one of which is of dimension greater than 2. This, in particular, extends the result of Fannes, Lewis, and Verbeure (Lett. Math. Phys. 15(3): 255–260) to the case of an infinite dimensional Hilbert space whose C*-algebra of all bounded operators is not separable.

Keywords: Gaussian state, exchangeable Gaussian state, extendability, entanglement, measure of entanglement.

1 Introduction

One of the most important problems in quantum mechanics as well as quantum information theory is to determine whether a given bipartite state is separable or entangled [5]. There are several methods in tackling this problem leading to a long list of important publications. A detailed discussion on this topic is available in the survey articles by Horodecki et al [3], and Gühne and Tóth [2]. One such condition which is both necessary and sufficient for separability in finite dimensional product spaces is complete extendability [1].

Definition 1. Let $k \in \mathbb{N}$. A state $\rho \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B)$ is said to be $k$-extendable with respect to system $B$ if there is a state $\tilde{\rho} \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B^k)$ which is invariant under any permutation in $\mathcal{H}_B^k$ and $\rho = \text{Tr}_{B} \tilde{\rho}$, $k \geq 2$.

A state $\rho \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B)$ is said to be completely extendable if it is $k$-extendable for all $k \in \mathbb{N}$.

The following theorem of Doherty, Parrilo, and Spedalieri [1] emphasizes the importance of the notion of complete extendability.

Theorem A: Let $\rho$ be a bipartite Gaussian state in $\Gamma(\mathbb{C}^n) \otimes \Gamma(\mathbb{C}^n)$ with covariance matrix $S = \begin{pmatrix} A & B \\ B^T & C \end{pmatrix}$, where $A$ and $C$ are marginal covariance matrices of the first and second system respectively. Then $\rho$ is completely extendable with respect to the second system if and only if there exists a positive real matrix $\theta$ such that

$$C + \frac{1}{2}J_{2n} \geq \theta \geq B^T \left( A + \frac{1}{2}J_{2m} \right)^{-1} B,$$

where $\left( A + \frac{1}{2}J_{2m} \right)^{-1}$ is the Moore-Penrose inverse of $A + \frac{1}{2}J_{2m}$.

Theorem 4 Any separable Gaussian state in a bipartite system is completely extendable.
Theorem 5 Any two-mode quantum Gaussian state \( \rho \) is completely extendable if and only if it is separable.

Theorem 6 If a state \( \rho \) (not necessarily Gaussian) on a bipartite Fock space is completely extendable, then it is separable.

3 Complete extendability and separability in general case

Consider a separable Hilbert space \( \mathcal{H} \) and denote by \( \mathcal{B} = \mathcal{B}(\mathcal{H}) \) the \( C^* \) algebra of all bounded operators on \( \mathcal{H} \). Let \( \mathcal{B}_n = \mathcal{B}(\mathcal{H}^n) = \mathcal{B}^\otimes n \) be the \( n \)-fold tensor product of copies of \( \mathcal{B} \). Let \( \mathcal{B}^\otimes \mathcal{B} \) be the \( C^* \) inductive limit of \( \mathcal{B}_n \) and \( \mathcal{S} \) denote the set of all states in \( \mathcal{B}^\otimes \) equipped with the weak* topology. Let \( \mathcal{S} \) is a compact convex set. For any \( \omega \in \mathcal{S} \), define

\[
\omega_n(X) = \omega(i_n(X)), \quad X \in \mathcal{B}_n.
\]

Then \( \omega_n \) is a state in \( \mathcal{B}_n \) for all \( n \) and

\[
\omega_{n-1}(X) = \omega_n(X \otimes I), \quad \forall X \in \mathcal{B}_{n-1}, \quad n = 2, 3, \ldots
\]

in other words \( \{\omega_n\} \) is a consistent family of states in \( \{\mathcal{B}_n\}, \quad n = 2, 3, \ldots \) with the projective limit \( \omega \).

Conversely, let \( \omega_n \) be a state in \( \mathcal{B}_n \) for each \( n = 1, 2, 3, \ldots \) such that \( \omega_n(X \otimes I) = \omega_{n-1}(X \otimes I), \quad \forall X \in \mathcal{B}_{n-1}, \quad n = 2, 3, \ldots \). Then there exists a unique state \( \omega \) in \( \mathcal{B}^\otimes \) such that

\[
\omega(i_n(X)) = \omega_n(X), \quad \forall X \in \mathcal{B}_n, \quad n = 1, 2, 3, \ldots
\]

Definition 7 A state \( \omega \) in \( \mathcal{B}^\otimes \) is said to be locally normal if each \( \omega_n \) in \( \mathcal{B}_n, \quad n = 1, 2, \ldots \) is determined by a density operator \( \rho_n, \quad n = 1, 2, \ldots \), i.e., a positive operator \( \rho_n \) of unit trace in \( \mathcal{H}^n \) satisfying

\[
\omega_n(X) = \Tr \rho_n X, \quad X \in \mathcal{B}_n, \quad n = 1, 2, \ldots.
\]

Then the relative trace of \( \rho_n \) in \( \mathcal{H}^n \) over the last copy of \( \mathcal{H} \) is equal to \( \rho_{n-1} \) for each \( n = 2, 3, \ldots \).

Definition 8 A state in \( \mathcal{B}^\otimes \) is said to be exchangeable if for any permutation \( \pi \) of \( \{1, 2, \ldots, n\} \) and operators \( X_j \in \mathcal{B}, \quad i = 1, 2, \ldots, n \)

\[
\omega_n(X_{\pi(1)} \otimes X_{\pi(2)} \otimes \cdots \otimes X_{\pi(n)}) = \omega_n(X_1 \otimes X_2 \otimes \cdots \otimes X_n) = \omega(i_n(X_1 \otimes X_2 \otimes \cdots \otimes X_n)).
\]

We shall now describe a version of quantum de Finetti theorem due to Hudson and Moody [4] (see also Størmer [6] for an abstract \( C^* \) algebraic version) which we shall make use of in our analysis of complete extendability - separability problem. To this end denote by \( \mathcal{R}_h \) the set of all density operators on \( \mathcal{H} \). Viewing \( \mathcal{R}_h \) as a subset of the dual of \( \mathcal{B} = \mathcal{B}_h \), equip it with the relative topology inherited from the weak* topology. Let \( \mathcal{P}_h \) denote the set of all probability measures on the Borel \( \sigma \)-algebra of \( \mathcal{R}_h \).

Theorem 9 [Hudson and Moody] A locally normal state \( \omega \) on \( \mathcal{B}^\otimes \) is exchangeable if and only if there exists a probability measure \( P_\omega \) in \( \mathcal{P}_h \) such that

\[
\omega(i_n(X)) = \int \Tr \rho^n X P_\omega(d \rho), \quad \forall X \in \mathcal{B}_n, \quad n = 1, 2, \ldots
\]

The correspondence \( \omega \to P_\omega \) between the set of locally normal and exchangeable states and the set \( \mathcal{P}_h \) of probability measures on \( \mathcal{R}_h \) is bijective.

Remark 1 Theorem 9 shows that exchangeability property automatically implies that every finite dimensional projection of \( \omega \), namely \( \omega_n \), is separable. It is natural to expect that complete extendability would force separability.

Theorem 10 Let \( h_0, \ h \) be Hilbert spaces with \( \dim h_0 > 2 \) and \( \rho \) be a density operator in \( h_0 \otimes h_\). Let \( \mathcal{B}_{h_0} = \mathcal{B}(h_0 \otimes h_0) \), \( n = 0, 1, 2, \ldots \). Suppose there exist density operators \( \rho_n \) in \( h_0 \otimes h_0 \), \( n = 1, 2, \ldots \) satisfying the following properties:

1. \( \rho_1 = \rho \) and

\[
\Tr \rho_n(X \otimes I) = \Tr \rho_{n-1} X, \quad X \in \mathcal{B}_n,
\]

\( I \) being the identity in \( h, \quad n = 1, 2, \ldots \).

2. For any \( X_0 \in \mathcal{B}(h_0), \ Y_j \in \mathcal{B}(h), \ j = 1, 2, \ldots, n \) and any permutation \( \pi \) of \( \{1, 2, \ldots, n\} \)

\[
\Tr \rho_n X_0 \otimes Y_1 \otimes \cdots \otimes Y_n = \Tr \rho_0 X_0 \otimes Y_{\pi(1)} \otimes \cdots \otimes Y_{\pi(n)}.
\]

Then \( \rho \) is separable in \( h_0 \otimes h_\). Furthermore \( \rho_n \) is separable in \( h_0 \otimes h_0 \), \( n = 1, 2, \ldots \).

Results of this paper are taken from http://arxiv.org/abs/1601.02365. The last theorem will be posted soon in a separate preprint.
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1 Introduction

Compression of information is a central concept in information theory, originating in the pioneering work of Shannon [Sha]. Shannon showed that in asymptotic and i.i.d. setting, compression of messages upto the Shannon entropy of the source could be achieved with arbitrarily small error. This result was soon extended to the one-shot setting by Huffman [Huf52], who gave a zero error coding scheme, now known as the Huffman coding scheme, that achieved a compression of expected length of the message upto Shannon entropy of the source.

The notion of expected length of the message was further explored in the work by [HJMR10]. They considered the following task: Alice and Bob know a joint distribution \( p(x,y) \). Alice is given an input \( x \) and Bob needs to output the conditional distribution \( p(y|x) \). They gave a nearly tight characterization of the communication requirement of this task in terms of the mutual information \( I(X:Y) \), showing that the expected communication cost for this task is upper bounded by \( I(X:Y) + 2\log I(X:Y) + O(1) \) and lower bounded by \( I(X:Y) \). Their result also gave an operational interpretation to the relative entropy through a task where Alice is given a distribution \( P \), both Alice and Bob are given a distribution \( Q \) and they need to jointly sample from a distribution \( P' \) that satisfies \( \|P' - P\|_1 \leq \varepsilon \). In the work [BR11], the task was simplified to the case where only Bob knows \( Q \) and the authors gave an interactive protocol with expected communication cost \( D(P\|Q) + \sqrt{D(P\|Q)} + O(\log \frac{1}{\varepsilon}) \). Not only did these results give elegant operational interpretation to fundamental information theoretic quantities in one-shot setting, they also had implications for direct sum results in communication complexity. Following theorem was shown in [BR11] (with analogous result for product input distribution shown earlier in [HJMR10]):

**Theorem 1.1** (Corollary 2.5, Braverman and Rao [BR11]; see also Result 3, [HJMR10]). Let \( C \) be the communication complexity of the best protocol for computing a relation \( f \) with error \( \delta \) on inputs drawn from a distribution \( \mu \). Then any \( r \) round protocol computing \( f^\otimes n \) on the distribution \( \mu^\otimes n \) with error \( \delta - \varepsilon \) must involve at least \( \Omega(n(C - r \cdot \log(\frac{1}{\varepsilon}) - O(\sqrt{C \cdot r})) \) communication.

In quantum information theory, two-party communication protocols are typically of two kinds: non-coherent protocols and coherent protocols. In non-coherent protocols, a well known example
of which is the Schumacher compression [Sch95], the parties do not need to maintain a quantum correlation with the Referee. There are various one-shot protocols that are formulated in non-coherent setting and also have applications for direct sum results in one-way quantum communication complexity ([JRS05, JRS08, AJM+14]).

In the case of coherent protocols, the parties are required to maintain a quantum correlation with the Referee. This is seen, for example, in the case of Quantum state merging [HOW07], where Alice (A), Bob (B) and Referee (R) share a pure tripartite quantum state $\Psi_{RAB}$ and Alice needs to send her register A to Bob (with the aid of shared entanglement) such that the final state between Referee and Bob is $\Psi_{RAB'}$ (where register $A' \equiv A$ held by Bob). A generalization of Quantum state merging is the task of Quantum state redistribution, which very nicely captures the round by round interaction of quantum communication protocols.

**Quantum state redistribution**: A pure state $\Psi_{RBCA}$ is shared between Alice (A,C), Bob(B) and Referee(R). For a given $\varepsilon > 0$, which we shall henceforth identify as ‘error’, Alice needs to transfer the system to Bob, such that the final state $\Psi_{RBC0A}$ (where register $C_0 \equiv C$ is with Bob), satisfies $P(\Psi_{RBC0A}, \Psi_{RBC0A}) \leq \varepsilon$. Here, $P(\cdot, \cdot)$ is the purified distance.

This task has been well studied in literature in asymptotic setting ([DY08, Opp08, YBW08, YD09]), giving an operational interpretation to the quantum conditional mutual information (denoted as $I(R : C | B)_\Psi$), and more recently in one shot-setting ([DHO16, BCT16, AJD14]). It has been used by Touchette [Tou15] as a natural framework to define the notion of quantum information complexity (inspired by the notion of Information complexity, formally introduced in [Bra12]), with application to direct sum result in bounded-round entanglement assisted quantum communication complexity. Following is the main theorem in [Tou15]:

**Theorem 1.2** (Touchette [Tou15], Theorem 3). *Let $C$ be the quantum communication complexity of the best entanglement assisted protocol for computing a relation $f$ with error $\delta$ on inputs drawn from a distribution $\mu$. Then any $r$ round entanglement assisted protocol computing $f^\otimes n$ on the distribution $\mu^\otimes n$ with error $\delta - \varepsilon$ must involve at least $\Omega(n((\frac{\delta}{\varepsilon})^2 \cdot C - r))$ quantum communication.*

This theorem uses the one-shot upper bound of $O(I(R : C | B)_\Psi)$ on worst case quantum communication cost for Quantum state redistribution (as obtained in [Tou15] using the one-shot results in [BCT16]), which leads to a stronger dependence on the number of rounds, in comparison to Theorem 1.1. A natural way to improve upon the theorem is to consider the expected communication cost of Quantum state redistribution.

**Our results**

In this work, we study the expected communication cost of Quantum state redistribution; taking inspiration from the elegant one-shot operational interpretations of fundamental information theoretic quantities provided in [Hu52], [HJMR10] and [BR11], and to explore the possibility of improvement of Theorem 1.2. We find that, in contrast to the classical case, the expected communication cost is not much better than the worst case communication cost. Our main theorem is the following.

**Theorem 1.3.** *Fix a $p < 1$ and an $\varepsilon \in [0, \left(\frac{4}{7p}\right)^{1-p}]$. There exists a pure state $\Psi_{RBCA}$ (that depends on $\varepsilon$) such that, any interactive entanglement assisted communication protocol for its quantum state redistribution with error $\varepsilon$ requires expected communication cost at least $I(R : C | B)_\Psi \cdot (\frac{1}{p})^p$.***
For the special case where registers $A, B$ are absent, which is also known as Quantum state transfer and is the one-shot coherent analogue of Schumacher compression [Sch95], we obtain a similar result with slightly better constants.

**Theorem 1.4.** Fix a $p < 1$ and any $\varepsilon \in \left[0, \left(\frac{1}{2}\right)^{1-p}\right]$. There exists a pure state $\Psi_{RC}$ (that depends on $\varepsilon$) such that, any interactive entanglement assisted communication protocol for its quantum state transfer with error $\varepsilon$ requires expected communication cost at least $S(\Psi_R) \cdot (\frac{1}{\varepsilon})^p$.

Note that Theorem 1.4 in itself is sufficient to given a lower bound on expected communication cost of Quantum state redistribution, as Quantum state transfer is a special case. But the state $\Psi_{RBCA}$ that we consider in Theorem 1.3 has all registers $R, A, B, C$ non-trivial and correlated with each other. Thus, Quantum state redistribution of $\Psi_{RBCA}$ cannot be reduced to the sub-case of Quantum state transfer by any local operation, giving robustness to the bound.

A result similar to Theorem 1.4, but in the context of non-coherent quantum protocols, has been obtained recently in [AGHY16]. This can be viewed as a complementary work in the following sense: on one hand, it is stronger since non-coherent quantum protocols are less restrictive than coherent quantum protocols. On the other hand, it is weaker due to the presence of round dependence (Theorem 1.2, [AGHY16]) and error that depends on input size (Theorem 1.3, [AGHY16]), none of which are present in Theorem 1.4. Moreover, this work does not provide an analogue of Theorem 1.3.

**Our technique and organization**

We discuss our technique for the case of Quantum state transfer, for simplicity. For some $\beta > 1$, we choose the pure state $\Psi_{RC}$ in such a way that its smallest eigenvalue is $\frac{1}{d\beta}$ and entropy of $\Psi_R$ is at most $\frac{2\log(d)}{\beta}$ (d being dimension of register $R$, see Lemma A.15). Let $\omega_{RC}$ be a maximally entangled state defined as $|\omega\rangle_{RC} = \frac{\Psi_{RC}^{\frac{1}{2}}}{\sqrt{d}} |\Psi\rangle_{RC}$. For any interactive protocol $\mathcal{P}$ for quantum state transfer of $\Psi_{RC}$ with error $\varepsilon$ and expected communication cost $C$ (formally described in Appendix B), we obtain an expression that serves as a transcript of the protocol, encoding the unitaries applied by Alice and Bob and the probabilities of measurement outcomes (Corollary B.5, see also Lemma B.3). This expression takes ideas from the technique of convex-split, introduced in [AJD14], for one-way Quantum state redistribution protocols.

Then, crucially relying on the facts that $\Psi_{RC}$ is a pure state and the register $R$ is untouched by the protocol (which allows the operation $\rho \rightarrow \Psi_{RC}^{\frac{1}{2}} \rho \Psi_{RC}^{\frac{-1}{2}}$ to be performed on the register $R$, see Lemmas C.3 and C.4), we construct a new interactive protocol $\mathcal{P}'$ which achieves quantum state transfer of the state $\omega_{RC}$ with error $\sqrt{\beta \varepsilon} + \sqrt{\mu}$ (for any $\mu < 1$) and worst case quantum communication cost at most $\frac{C}{\mu}$ (Lemmas C.5 and C.6). Suitably choosing the parameters $\varepsilon, \beta$ and $\mu$ and using known lower bound on worst case communication cost for state transfer of $\omega_{RC}$, we obtain the desired result. Same technique also extends to quantum state redistribution. Details appear in Appendix C (and can also be found in the arXiv version [Ans15])

Some questions related to our work are as follows.

1. What are some applications of Theorems 1.3 and 1.4 in quantum information theory? An immediate application is that we obtain a lower bound on worst case communication cost of Quantum state redistribution, since worst case communication cost is always larger than expected communication cost of a protocol.
2. Is it possible to improve the direct sum result for entanglement assisted quantum information complexity obtained in [Tou15]? The work [AGHY16] provides yet another limitation to such an improvement. But it may be possible to compress the whole protocol, rather than round-by-round compression, along the lines similar to [BBCR10].
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A Preliminaries

In this section we present some notations, definitions, facts and lemmas that we will use in our proofs.

Information theory

For a natural number $n$, let $[n]$ represent the set $\{1, 2, \ldots, n\}$. For a set $S$, let $|S|$ be the size of $S$. A tuple is a finite collection of positive integers, such as $(i_1, i_2, \ldots, i_r)$ for some finite $r$. We let $\log$ represent logarithm to the base 2 and $\ln$ represent logarithm to the base $e$. The $\ell_1$ norm of an operator $X$ is $\|X\|_1 \overset{\text{def}}{=} \text{Tr} \sqrt{X^\dagger X}$ and $\ell_2$ norm is $\|X\|_2 \overset{\text{def}}{=} \sqrt{\text{Tr}XX^\dagger}$. A quantum state (or just a state) is a positive semi-definite matrix with trace equal to 1. It is called pure if and only if the rank is 1. Let $|\psi\rangle$ be a unit vector. We use $\psi$ to represent the state and also the density matrix $|\psi\rangle\langle\psi|$, associated with $|\psi\rangle$.

A sub-normalized state is a positive semidefinite matrix with trace less than or equal to 1. A quantum register $A$ is associated with some Hilbert space $\mathcal{H}_A$. Define $|A| \overset{\text{def}}{=} \dim(\mathcal{H}_A)$. We denote by $\mathcal{D}(A)$, the set of quantum states in the Hilbert space $\mathcal{H}_A$ and by $\mathcal{D}_<(A)$, the set of all subnormalized states on register $A$. State $\rho$ with subscript $A$ indicates $\rho_A \in \mathcal{D}(A)$.

For two quantum states $\rho$ and $\sigma$, $\rho \otimes \sigma$ represents the tensor product (Kronecker product) of $\rho$ and $\sigma$. Composition of two registers $A$ and $B$, denoted $AB$, is associated with Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$. If two registers $A, B$ are associated with the same Hilbert space, we shall denote it by $A \equiv B$. Let $\rho_{AB}$ be a bipartite quantum state in registers $AB$. We define

$$\rho_B \overset{\text{def}}{=} \text{Tr}_A(\rho_{AB}) \overset{\text{def}}{=} \sum_i (\langle i | \otimes 1_B) \rho_{AB} (| i \rangle \otimes 1_B),$$

where $\{|i\rangle\}_i$ is an orthonormal basis for the Hilbert space $A$ and $1_B$ is the identity matrix in space $B$. The state $\rho_B$ is referred to as the marginal state of $\rho_{AB}$ in register $B$. Unless otherwise stated, a missing register from subscript in a state will represent partial trace over that register. A quantum map $\mathcal{E} : A \rightarrow B$ is a completely positive and trace preserving (CPTP) linear map.
(mapping states from $\mathcal{D}(A)$ to states in $\mathcal{D}(B)$). A completely positive and trace non-increasing linear map $\tilde{E} : A \rightarrow B$ maps quantum states to sub-normalised states. The identity operator in Hilbert space $\mathcal{H}_A$ (and associated register $A$) is denoted $I_A$. A unitary operator $U_A : \mathcal{H}_A \rightarrow \mathcal{H}_A$ is such that $U_A^*U_A = U_AU_A^* = I_A$. An isometry $V : \mathcal{H}_A \rightarrow \mathcal{H}_B$ is such that $V^*V = I_A$ and $VV^* = I_B$. The set of all unitary operations on register $A$ is denoted by $\mathcal{U}(A)$.

**Definition A.1.** We shall consider the following information theoretic quantities. Let $\varepsilon \geq 0$.

1. **generalized fidelity** For $\rho, \sigma \in \mathcal{D}_\leq(A)$,
   \[
   F(\rho, \sigma) \overset{\text{def}}{=} \|\sqrt{\rho}\sqrt{\sigma}\|_1 + \sqrt{(1 - \text{Tr}(\rho))(1 - \text{Tr}(\sigma))}.
   \]

2. **purified distance** For $\rho, \sigma \in \mathcal{D}_\leq(A)$,
   \[
   P(\rho, \sigma) = \sqrt{1 - F^2(\rho, \sigma)}.
   \]

3. **$\varepsilon$-ball** For $\rho_A \in \mathcal{D}(A)$,
   \[
   \mathcal{B}_\varepsilon(\rho_A) \overset{\text{def}}{=} \{\rho'_A \in \mathcal{D}(A) | P(\rho_A, \rho'_A) \leq \varepsilon\}.
   \]

4. **entropy** For $\rho_A \in \mathcal{D}(A)$,
   \[
   H(A)_\rho \overset{\text{def}}{=} -\text{Tr}(\rho_A \log \rho_A).
   \]

5. **relative entropy** For $\rho_A, \sigma_A \in \mathcal{D}(A)$,
   \[
   D(\rho_A \| \sigma_A) \overset{\text{def}}{=} \text{Tr}(\rho_A \log \rho_A) - \text{Tr}(\rho_A \log \sigma_A).
   \]

6. **max-relative entropy** For $\rho_A, \sigma_A \in \mathcal{D}(A)$,
   \[
   D_{\max}(\rho_A \| \sigma_A) \overset{\text{def}}{=} \inf\{\lambda \in \mathbb{R} : 2^\lambda \sigma_A \geq \rho_A\}.
   \]

7. **mutual information** For $\rho_{AB} \in \mathcal{D}(AB)$,
   \[
   I(A : B)_\rho \overset{\text{def}}{=} D(\rho_{AB} \| \rho_A \otimes \rho_B) = H(A)_\rho + H(B)_\rho - H(AB)_\rho.
   \]

8. **conditional mutual information** For $\rho_{ABC} \in \mathcal{D}(ABC)$,
   \[
   I(A : B|C)_\rho \overset{\text{def}}{=} I(A : BC)_\rho - I(A : C)_\rho = I(B : AC)_\rho - I(B : C)_\rho.
   \]

9. **max-information** For $\rho_{AB} \in \mathcal{D}(AB)$,
   \[
   I_{\max}(A : B)_\rho \overset{\text{def}}{=} \inf_{\sigma_B \in \mathcal{D}(B)} D_{\max}(\rho_{AB} \| \rho_A \otimes \sigma_B).
   \]

10. **smooth max-information** For $\rho_{AB} \in \mathcal{D}(AB)$,
    \[
    I_{\max}^\varepsilon(A : B)_\rho \overset{\text{def}}{=} \inf_{\rho' \in \mathcal{B}_\varepsilon(\rho)} I_{\max}(A : B)_{\rho'}.
    \]
11. **conditional min-entropy** For $\rho_{AB} \in \mathcal{D}(AB)$,

$$H_{\min}(A|B)_\rho \overset{\text{def}}{=} -\inf_{\sigma_B \in \mathcal{D}(B)} D_{\max}(\rho_{AB}||I_A \otimes \sigma_B).$$

12. **conditional max-entropy** For $\rho_{AB} \in \mathcal{D}(AB)$,

$$H_{\max}(A|B)_{\rho_{AB}} \overset{\text{def}}{=} -H_{\min}(A|R)_{\rho_{AB}},$$

where $\rho_{ABR}$ is a purification of $\rho_{AB}$ for some system $R$.

13. **smooth conditional min-entropy** For $\rho_{AB} \in \mathcal{D}(AB)$,

$$H_{\min}^\varepsilon(A|B)_\rho \overset{\text{def}}{=} \sup_{\rho' \in \mathcal{B}(\rho)} H_{\min}(A|B)_{\rho'}.$$

14. **smooth conditional max-entropy** For $\rho_{AB} \in \mathcal{D}(AB)$,

$$H_{\max}^\varepsilon(A|B)_\rho \overset{\text{def}}{=} \inf_{\rho' \in \mathcal{B}(\rho)} H_{\max}(A|B)_{\rho'}.$$

We will use the following facts.

**Fact A.2** (Triangle inequality for purified distance, [Tom12]). For states $\rho_1^A, \rho_2^A, \rho_3^A \in \mathcal{D}(A)$,

$$P(\rho_1^A, \rho_2^A) \leq P(\rho_1^A, \rho_3^A) + P(\rho_2^A, \rho_3^A).$$

**Fact A.3** (Purified distance and trace distance, [Tom12], Proposition 3.3). For subnormalized states $\rho_1, \rho_2$

$$\frac{1}{2} \|\rho_1 - \rho_2\|_1 \leq P(\rho_1, \rho_2) \leq \sqrt{\|\rho_1 - \rho_2\|_1}.$$

**Fact A.4** (Uhlmann’s theorem). [[Uhl76]] Let $\rho_A, \sigma_A \in \mathcal{D}(A)$. Let $|\rho\rangle_{AB}$ be a purification of $\rho_A$ and $|\sigma\rangle_{AC}$ be a purification of $\sigma_A$. There exists an isometry $V : \mathcal{H}_C \rightarrow \mathcal{H}_B$ such that,

$$F(|\theta\rangle\langle\theta|_{AB}, |\rho\rangle\langle\rho|_{AB}) = F(\rho_A, \sigma_A),$$

where $|\theta\rangle_{AB} = (I_A \otimes V)|\sigma\rangle_{AC}$.

**Fact A.5** (Monotonicity of quantum operations). [[Lin75, BCF+96], [Tom12], Theorem 3.4] For states $\rho, \sigma$, and quantum operation $\mathcal{E}(\cdot)$,

$$\|\mathcal{E}(\rho) - \mathcal{E}(\sigma)\|_1 \leq \|\rho - \sigma\|_1, P(\rho, \sigma) \leq P(\mathcal{E}(\rho), \mathcal{E}(\sigma)) \text{ and } F(\rho, \sigma) \leq F(\mathcal{E}(\rho), \mathcal{E}(\sigma)).$$

In particular, for a trace non-increasing completely positive map $\tilde{\mathcal{E}}(\cdot)$,

$$P(\rho, \sigma) \leq P(\tilde{\mathcal{E}}(\rho), \tilde{\mathcal{E}}(\sigma)).$$

**Fact A.6** (Join concavity of fidelity). [[Wat11], Proposition 4.7] Given quantum states $\rho_1, \rho_2 \ldots \rho_k, \sigma_1, \sigma_2 \ldots \sigma_k \in \mathcal{D}(A)$ and positive numbers $p_1, p_2 \ldots p_k$ such that $\sum_i p_i = 1$. Then

$$F(\sum_i p_i \rho_i, \sum_i p_i \sigma_i) \geq \sum_i p_i F(\rho_i, \sigma_i).$$
Thus, we have
\[ P(\rho, \sigma) \leq \varepsilon \sqrt{\frac{\alpha}{\rho}}. \]

**Proof.** \( P(\alpha \rho, \alpha \sigma) \leq \varepsilon \) implies \( F(\alpha \rho, \alpha \sigma) \geq \sqrt{1 - \varepsilon^2} \geq 1 - \varepsilon^2 \). But, \( F(\alpha \rho, \alpha \sigma) = \alpha \| \sqrt{\rho} \sqrt{\sigma} \|_1 + (1 - \alpha) \). Thus,
\[ F(\rho, \sigma) = \| \sqrt{\rho} \sqrt{\sigma} \|_1 \geq 1 - \frac{\varepsilon^2}{\alpha}. \]

Thus, \( P(\rho, \sigma) \leq \sqrt{1 - (1 - \frac{\varepsilon^2}{\alpha})^2} \leq \frac{2 \varepsilon^2}{\alpha}. \)

**Fact A.7** (Fannes inequality). [Fan73] Given quantum states \( \rho_1, \rho_2 \in \mathcal{D}(A) \), such that \( |A| = d \) and \( P(\rho_1, \rho_2) = \varepsilon \leq \frac{1}{2d} \),
\[ |S(\rho_1) - S(\rho_2)| \leq \varepsilon \log(d) + 1. \]

**Fact A.8** (Subadditivity of entropy). [AL70] For a quantum state \( \rho_{AB} \in \mathcal{D}(AB) \), \( |S(\rho_A) - S(\rho_B)| \leq S(\rho_{AB}) \leq S(\rho_A) + S(\rho_B) \).

**Fact A.9** (Concavity of entropy). [Wat11], Theorem 10.9] For quantum states \( \rho_1, \rho_2 \ldots \rho_n \), and positive real numbers \( \lambda_1, \lambda_2 \ldots \lambda_n \) satisfying \( \sum_i \lambda_i = 1 \),
\[ S(\sum_i \lambda_i \rho_i) \geq \sum_i \lambda_i S(\rho_i). \]

**Fact A.10.** For a quantum state \( \rho_{ABC} \), it holds that
\[ I(A : C)_{\rho} \leq 2S(\rho_C), \]
\[ I(A : C|B)_{\rho} \leq I(AB : C)_{\rho} \leq 2S(\rho_C). \]

**Proof.** From Fact A.9, \( I(A : C)_{\rho} = S(\rho_A) + S(\rho_C) - S(\rho_{AC}) \leq 2S(\rho_C). \)

**Fact A.11.** For a bipartite quantum state \( \rho_{AB} \), \( I^\max_{\rho}(A : B)_{\rho} \geq -H^\min_{\rho}(A|B)_{\rho}. \)

**Proof.** Let \( \sigma_B \) be the state achieved in infimum in the definition of \( I^\max_{\rho}(A : B)_{\rho} \). Let \( \lambda \overset{\text{def}}{=} I^\max_{\rho}(A : B)_{\rho} \). Consider,
\[ \rho_{AB} \leq 2^\lambda \rho_A \otimes \sigma_B \leq 2^\lambda I_A \otimes \sigma_B. \]

Thus, we have
\[ -H_{\rho}^\min(A|B) = \inf_{\sigma_B} D_{\rho}(\rho_{AB} \| I_A \otimes \sigma_B) \leq D_{\rho}(\rho_{AB} \| I_A \otimes \sigma_B) \leq \lambda = I^\max_{\rho}(A : B)_{\rho}. \]

This gives,
\[ \inf_{\rho'_{AB} \in \mathcal{B}(\rho_{AB})} -H_{\rho'}^\min(A|B) \leq I^\max_{\rho}(A : B)_{\rho}. \]

**Fact A.12.** For a classical-quantum state \( \rho_{AB} \) of the form \( \rho_{AB} = \sum_j p(j) |j\rangle \langle j|_A \otimes \sigma^j_B \), it holds that \( I^\max_{\rho}(A : B)_{\rho} \leq \log(|B|) \).
Proof. By definition, \( I_{\max}(A : B)_{\rho} \leq D_{\max}(\rho_{AB} \parallel \rho_A \otimes \frac{I_B}{|B|}) \). Also,

\[
\rho_{AB} = \sum_j p(j) |j\rangle \langle j|_A \otimes \sigma_B^j \leq |B| \sum_j p(j) |j\rangle \langle j|_A \otimes \frac{I_B}{|B|} = |B| \rho_A \otimes \frac{I_B}{|B|}.
\]

Thus, the fact follows. \( \square \)

**Fact A.14.** For a classical-quantum state \( \rho_{ABC} = \sum_j p(j) |j\rangle \langle j|_A \otimes \rho_{BC}^j \), it holds that \( I(AB : C)_{\rho} \geq \sum_j p(j) I(B : C)_{\rho} \)

**Proof.** Consider,

\[
I(AB : C)_{\rho} = S(\rho_{AB}) + S(\rho_C) - S(\rho_{ABC})
\]

\[
= S(\sum_j p(j) |j\rangle \langle j|_A \otimes \rho_{BC}^j) + S(\sum_j p(j) \rho_C^j) - S(\sum_j p(j) |j\rangle \langle j|_A \otimes \rho_{BC}^j)
\]

\[
= \sum_j p(j) S(\rho_{BC}^j) + S(\sum_j p(j) \rho_C^j) - \sum_j p(j) S(\rho_{BC}^j)
\]

\[
\geq \sum_j p(j) S(\rho_{BC}^j) + \sum_j p(j) S(\rho_C^j) - \sum_j p(j) S(\rho_{BC}^j) \quad \text{(Fact A.10)}
\]

\[
= \sum_j p(j) I(B : C)_{\rho}.
\]

\( \square \)

**Lemma A.15.** Fix a \( \beta \geq 1 \) and an integer \( d > 1 \). There exists a probability distribution \( \mu = \{ e_1, e_2, \ldots, e_d \} \), with \( e_1 \geq e_2 \geq \ldots \geq e_d \), such that \( e_d = \frac{1}{d \beta} \) and entropy \( S(\mu) \leq \frac{2 \log(d)}{\beta} \)

**Proof.** Set \( e_2 = e_3 = \ldots e_d = \frac{1}{d \beta} \). Then \( e_1 = 1 - \frac{d - 1}{d \beta} \). Using \( x \log(\frac{1}{x}) \leq \log(e) - \frac{1}{e} < 1 \) for all \( x > 0 \), we can upper bound the entropy of the distribution as

\[
\sum_i e_i \log(\frac{1}{e_i}) = (1 - \frac{d - 1}{d \beta}) \log(\frac{1}{1 - \frac{d - 1}{d \beta}}) + \frac{d - 1}{d \beta} \log(d \beta) < 2 + \frac{\log(d)}{\beta} \leq \frac{2 \log(d)}{\beta}.
\]

\( \square \)

### B Interactive protocol for quantum state redistribution

In this section, we describe general structure of an interactive protocol for quantum state redistribution and its expected communication cost.

Let quantum state \( |\Psi\rangle_{RBCA} \) be shared between Alice \((A, C)\), Bob \((B)\) and Referee \((R)\). Alice and Bob have access to shared entanglement \( \theta_{E_A E_B} \) in registers \( E_A \) (with Alice) and \( E_B \) (with Bob). Using quantum teleportation, we can assume without loss of generality that Alice and Bob communicate classical messages, which involves performing a POVM measurement on registers they respectively hold, and sending the outcome of measurement to other party. This allows for the notion of expected communication cost.

A \( r \)-round interactive protocol \( \mathcal{P} \) (where \( r \) is an odd number) with error \( \varepsilon \) and expected communication cost \( C \) is as follows (see also Figure 1)

---
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**Input:** A quantum state $|\Psi\rangle_{RBCA}$, error parameter $\varepsilon < 1$.

**Shared entanglement:** $|\theta\rangle_{EAEB}$.

- Alice performs a measurement $\mathcal{M} = \{M_{ACEA}^1, M_{ACEA}^2, \ldots\}$. Probability of outcome $i_1$ is $p_{i_1} \overset{\text{def}}{=} \text{Tr}(M_{ACEA}^{i_1}|\Psi_{CA}\rangle\langle\Psi_{CA}|e_A)$. Let $\phi_{RBACEAE}\overset{\text{def}}{=} M_{ACEA}^{i_1}$ be the global normalized quantum state, conditioned on this outcome. She sends message $i_1$ to Bob.

- Upon receiving the message $i_1$ from Alice, Bob performs a measurement $\mathcal{M}^{i_1} = \{M^{i_1}_{EB}, M^{i_2}_{EB}, \ldots\}$. Probability of outcome $i_2$ is $p_{i_2|i_1} \overset{\text{def}}{=} \text{Tr}(M^{i_2}_{EB}|\phi_{EB}^{i_1})$. Let $\phi_{RBACEAE}^{i_1}$ be the global normalized quantum state conditioned on this outcome $i_2$ and previous outcome $i_1$. Bob sends message $i_2$ to Alice.

- Consider any odd round $1 < k \leq r$. Let the measurement outcomes in previous rounds be $i_1, i_2, \ldots, i_{k-1}$ and global normalized state be $\phi_{EB}^{i_{k-1},i_{k-2},\ldots,i_1}$. Alice performs the measurement $\mathcal{M}^{i_{k-1},i_{k-2},\ldots,i_2,i_1} = \{M_{ACEA}^{i_{k-1},i_{k-2},\ldots,i_2,i_1}, M_{ACEA}^{i_{k-1},i_{k-2},\ldots,i_2,i_1}, \ldots\}$ and obtains outcome $i_k$ with probability $p_{i_k|i_{k-1},i_{k-2},\ldots,i_2,i_1} \overset{\text{def}}{=} \text{Tr}(M_{i_k,i_{k-1},i_{k-2},\ldots,i_2,i_1}|\phi_{EB}^{i_{k-1},i_{k-2},\ldots,i_1})$. Let the global normalized state after outcome $i_k$ be $\phi_{RBACEAE}^{i_{k-1},i_{k-2},\ldots,i_1}$. Alice sends the outcome $i_k$ to Bob.

- Consider an even round $2 < k \leq r$. Let the measurement outcomes in previous rounds be $i_1, i_2, \ldots, i_{k-1}$ and global normalized state be $\phi_{RBACEAE}^{i_{k-1},i_{k-2},\ldots,i_1}$. Bob performs the measurement $\mathcal{M}^{i_{k-1},i_{k-2},\ldots,i_2,i_1} = \{M_{EB}^{i_{k-1},i_{k-2},\ldots,i_2,i_1}, M_{EB}^{i_{k-1},i_{k-2},\ldots,i_2,i_1}, \ldots\}$ and obtains outcome $i_k$ with probability

$$p_{i_k|i_{k-1},i_{k-2},\ldots,i_2,i_1} \overset{\text{def}}{=} \text{Tr}(M_{EB}^{i_{k},i_{k-1},i_{k-2},\ldots,i_2,i_1}|\phi_{EB}^{i_{k-2},i_{k-3},\ldots,i_1}).$$

Let the global normalized state after outcome $i_k$ be $\phi_{RBACEAE}^{i_{k-1},i_{k-2},\ldots,i_1}$. Bob sends the outcome $i_k$ to Alice.

- After receiving message $i_r$ from Alice at the end of round $r$, Bob applies a unitary $U_{ir,i_{r-1},\ldots,i_1}^{b} : EB \rightarrow BC_0T_B$ such that $E_B \equiv C_0T_B$ and $C_0 \equiv C$. Alice applies a unitary $U_{ir,i_{r-1},\ldots,i_1}^{a} : ACEA \rightarrow ACEA$. Let $U_{ir,i_{r-1},\ldots,i_1}^{\text{def}} \overset{\text{def}}{=} U_{ir,i_{r-1},\ldots,i_1}^{a} \otimes U_{ir,i_{r-1},\ldots,i_1}^{b}$. Define

$$\left|\bar{r}_{ir,i_{r-1},\ldots,i_1}\right\rangle_{RBACEAEB} \overset{\text{def}}{=} U_{ir,i_{r-1},\ldots,i_1}^{a} \left|\phi_{ir,i_{r-1},\ldots,i_1}\right\rangle_{RBACEAE}.$$

- For every $k \leq r$, define

$$p_{i_1, i_2, \ldots, i_k} \overset{\text{def}}{=} p_{i_1} \cdot p_{i_2|i_1} \cdot p_{i_3|i_2,i_1} \cdots p_{i_k|i_{k-1},i_{k-2},\ldots,i_1}.$$
The joint state in registers $RBC_0A$, after Alice and Bob's final unitaries and averaged over all messages is $\Psi'_{RBC_0A} \overset{\text{def}}{=} \sum_{i_r,i_{r-1}...i_1} p_{i_1,i_2...i_r} \tau_{RBC_0A}^{i_r,i_{r-1}...i_1}$. It satisfies $P(\Psi'_{RBC_0A} , \Psi_{RBC_0A}) \leq \varepsilon$.

The expected communication cost is as follows.

**Fact B.1.** Expected communication cost of $P$ is

$$\sum_{i_1,i_2...i_r} p_{i_1,i_2...i_r} \log(i_1 \cdot i_2 \ldots i_r)$$

**Proof.** The expected communication cost is the expected length of the messages over all probability outcomes. It can be evaluated as

$$\sum_{i_1} p_{i_1} \log(i_1) + \sum_{i_1,i_2} p_{i_1} p_{i_2|i_1} \log(i_2) + \ldots + \sum_{i_1,i_2...i_r} p_{i_1,i_2...i_{r-1}} p_{i_r|i_{r-1},i_{r-2}...i_1} \log(i_r)$$

$$= \sum_{i_1,i_2...i_r} p_{i_1,i_2...i_r} (\log(i_1) + \log(i_2) + \ldots \log(i_r)).$$

This allows us to define

**Definition B.2.** Communication weight of a probability distribution $\{p_1, p_2 \ldots p_m\}$ is defined as $\sum_{i=1}^{m} p_i \log(i)$.

The following lemma is a coherent representation of above protocol.

**Lemma B.3.** For every $k \leq r$, let $O_k$ represent the set of all tuples $(i_1, i_2 \ldots i_k)$ which satisfy: $(i_1, i_2 \ldots i_k)$ is a sequence of measurement outcomes that occurs with non-zero probability up to $k$-th round of $P$.

There exist registers $M_1, M_2 \ldots M_r$ and isometries

$$\{U_{i_{k-1},i_{k-2}...i_2,i_1} : AEC_A \rightarrow AEC_AM_k | k > 1, k \text{ odd}, (i_1, i_2 \ldots i_{k-1}) \in O_{k-1}\},$$

$$\{U_{i_{k-1},i_{k-2}...i_2,i_1} : BE_B \rightarrow BE_BM_k | k \text{ even}, (i_1, i_2 \ldots i_{k-1}) \in O_{k-1}\}$$

and $U : AEC_A \rightarrow AEC_AM_1$, such that

$$|\Psi\rangle_{RBCA} |\theta\rangle_{EAEB} = U^\dagger \sum_{i_1,i_2...i_r} \sqrt{p_{i_1,i_2...i_r}} U_{i_1}^\dagger U_{i_2,i_1}^\dagger \ldots U_{i_r,i_{r-1}...i_1}^\dagger |\tau_{RBCAC0TBEA}^{i_r,i_{r-1}...i_1}\rangle_{RBCAC0TBEA} |i_r\rangle_{M_r} \ldots |i_1\rangle_{M_1}.$$
Figure 1: Graphical representation of interactive protocol for Quantum state redistribution. The messages $i_1, i_2 \ldots$ are exchanged by Alice and Bob till round $r$. 
Proof. Fix an odd \( k > 1 \). Let the messages prior to \( k \)-th round be \( (i_1, i_2 \ldots i_{k-1}) \). As defined in protocol \( \mathcal{P} \), global quantum state before \( k \)-th round is \( \phi_{RBCAE_B E_A}^{i_1, i_2, \ldots, i_{k-1}} \). Alice performs the measurement

\[
\{ M_{ACE_A}^{1, i_{k-1}, i_{k-2} \ldots i_2, i_1}, M_{ACE_A}^{2, i_{k-1}, i_{k-2} \ldots i_2, i_1} \ldots \}.
\]

This leads to the following equation (referred to as convex-split in [AJD14]):

\[
\phi_{RBE}^{i_{k-1}, i_{k-2} \ldots i_1} = \sum_{i_k} \text{Tr}_{ACE_A} (M_{ACE_A}^{i_k, i_{k-1}, i_{k-2} \ldots i_2, i_1} \phi_{RBCAE_B E_A}^{i_{k-2} \ldots i_2})
\]

\[
= \sum_{i_k} \frac{\text{Tr}_{ACE_A} (M_{ACE_A}^{i_k, i_{k-1}, i_{k-2} \ldots i_2, i_1} \phi_{RBCAE_B E_A}^{i_{k-2} \ldots i_2})}{p_{i_k}} \prod_{i_{k-1}, i_{k-2}, \ldots, i_2} \phi_{RBE}^{i_{k-1}, i_{k-2} \ldots i_1}
\]

(1)

A purification of \( \phi_{RBE}^{i_{k-1}, i_{k-2} \ldots i_1} \) on registers \( RBCAE_B E_A \) is \( \phi_{RBCAE_B E_A}^{i_{k-1}, i_{k-2} \ldots i_1} \). Introduce a register \( M_k \) (of sufficiently large dimension) and consider the following purification of

\[
\sum_{i_k} \prod_{i_{k-1}, i_{k-2}, \ldots, i_2} \phi_{RBE}^{i_{k-1}, i_{k-2} \ldots i_1}
\]

on register \( RBCAE_B E_A M_k \):

\[
\sum_{i_k} \sqrt{p_{i_k}} \prod_{i_{k-1}, i_{k-2}, \ldots, i_2} \phi_{RBE}^{i_{k-1}, i_{k-2} \ldots i_1} \frac{\phi_{RBCAE_B E_A}^{i_{k-2} \ldots i_2}}{\phi_{RBCAE_B E_A}^{i_{k-2} \ldots i_2}} |i_k \rangle M_k.
\]

By Uhlmann’s theorem A.4, there exists an isometry \( U_{i_{k-1}, i_{k-2}, \ldots, i_2, i_1} : ACE_A \rightarrow ACE_A M_k \) such that

\[
U_{i_{k-1}, i_{k-2}, \ldots, i_2, i_1} |\phi_{RBCAE_B E_A}^{i_{k-2} \ldots i_2} \rangle = \sum_{i_k} \sqrt{p_{i_k}} \prod_{i_{k-1}, i_{k-2}, \ldots, i_2} \phi_{RBCAE_B E_A}^{i_{k-2} \ldots i_2} |i_k \rangle M_k
\]

(2)

For \( k = 1 \), introduce register \( M_1 \) of sufficiently large dimension. Similar argument implies that there exists an isometry \( U : ACE_A \rightarrow ACE_A M_1 \) such that

\[
U |\Psi \rangle_{RBA} \rightarrow \sum_{i_1} \sqrt{p_{i_1}} |\phi_{ACE_A}^{i_1} \rangle_{RBA} |i_1 \rangle M_1
\]

(3)

For \( k \) even, introduce a register \( M_k \) of sufficiently large dimension. Again by similar argument, there exists an isometry \( U_{i_{k-1}, i_{k-2}, \ldots, i_2, i_1} : BE_B \rightarrow BE_B M_k \) such that

\[
U_{i_{k-1}, i_{k-2}, \ldots, i_2, i_1} |\phi_{RBCAE_B E_A}^{i_{k-2} \ldots i_2} \rangle = \sum_{i_k} \sqrt{p_{i_k}} \prod_{i_{k-1}, i_{k-2}, \ldots, i_2} \phi_{RBCAE_B E_A}^{i_{k-2} \ldots i_2} |i_k \rangle M_k
\]

(4)
Now, we recursively use equations 2, 3 and 4. Consider,

\[
|\Psi\rangle_{\text{RBCA}} \left|\theta\right\rangle_{\text{EAE}} = U^\dagger \sum_{i_1} \sqrt{p_{i_1}} \left|\phi^i_1\right\rangle_{\text{RBCAE}_B\text{E}} |i_1\rangle_{M_1}
\]

\[
= U^\dagger \sum_{i_1} \sqrt{p_{i_1}} U^\dagger_{i_1} \left|\phi^{i_2,i_1}\right\rangle_{\text{RBCAE}_B\text{E}} |i_2\rangle_{M_2} |i_1\rangle_{M_1}
\]

\[
= U^\dagger \sum_{i_1,i_2} \sqrt{p_{i_1,i_2}} U^\dagger_{i_1} \left|\phi^{i_2,i_1}\right\rangle_{\text{RBCAE}_B\text{E}} |i_2\rangle_{M_2} |i_1\rangle_{M_1}
\]

\[
= U^\dagger \sum_{i_1,i_2...i_r} \sqrt{p_{i_1,i_2...i_r}} U^\dagger_{i_1,i_2...i_r} \sum_{i_r,i_{r-1}...i_1} \left|\phi^{i_2,i_1}\right\rangle_{\text{RBCAE}_B\text{E}} |i_2\rangle_{M_2} |i_1\rangle_{M_1}
\]

Last equality follows by recursion. This completes the proof.

We introduce the following useful definitions.

**Definition B.4.** Define the following isometries and unitaries.

- Let $k > 1$ be odd. Isometry $U_k : ACE_A M_1 M_2 \ldots M_{k-1} \to ACE_A M_1 M_2 \ldots M_{k-1} M_k$,

\[
U_k \overset{\text{def}}{=} \sum_{i_1,i_2...i_{k-1}} |i_1\rangle |i_1\rangle_{\text{M}_1} \otimes |i_2\rangle |i_2\rangle_{\text{M}_2} \otimes \ldots |i_{k-1}\rangle |i_{k-1}\rangle_{\text{M}_{k-1}} \otimes U_{i_{k-1},i_{k-2}...i_1}.
\]

- For $k$ even, Isometry $U_k : BE_B M_1 M_2 \ldots M_{k-1} \to BE_B M_1 M_2 \ldots M_{k-1} M_k$,

\[
U_k \overset{\text{def}}{=} \sum_{i_1,i_2...i_{k-1}} |i_1\rangle |i_1\rangle_{\text{M}_1} \otimes |i_2\rangle |i_2\rangle_{\text{M}_2} \otimes \ldots |i_{k-1}\rangle |i_{k-1}\rangle_{\text{M}_{k-1}} \otimes U_{i_{k-1},i_{k-2}...i_1}.
\]

- Unitary $U_{r+1}^a : ACE_A M_1 M_2 \ldots M_r \to ACE_A M_1 M_2 \ldots M_r$,

\[
U_{r+1}^a \overset{\text{def}}{=} \sum_{i_1,i_2...i_r} |i_1\rangle |i_1\rangle_{\text{M}_1} \otimes |i_2\rangle |i_2\rangle_{\text{M}_2} \otimes \ldots |i_r\rangle |i_r\rangle_{\text{M}_r} \otimes U_{i_r,i_{r-1}...i_1}^a.
\]

- Unitary $U_{r+1}^b : BE_B M_1 M_2 \ldots M_r \to BC_0 T_B M_1 M_2 \ldots M_r$,

\[
U_{r+1}^b \overset{\text{def}}{=} \sum_{i_1,i_2...i_r} |i_1\rangle |i_1\rangle_{\text{M}_1} \otimes |i_2\rangle |i_2\rangle_{\text{M}_2} \otimes \ldots |i_r\rangle |i_r\rangle_{\text{M}_r} \otimes U_{i_r,i_{r-1}...i_1}^b.
\]

- Unitary $U_{r+1} : ACE_A BE_B M_1 M_2 \ldots M_r \to ACE_A BC_0 T_B M_1 M_2 \ldots M_r$,

\[
U_{r+1} \overset{\text{def}}{=} \sum_{i_1,i_2...i_r} |i_1\rangle |i_1\rangle_{\text{M}_1} \otimes |i_2\rangle |i_2\rangle_{\text{M}_2} \otimes \ldots |i_r\rangle |i_r\rangle_{\text{M}_r} \otimes U_{i_r,i_{r-1}...i_1}.
\]

This leads to a more convenient representation of Lemma B.3.
Corollary B.5. It holds that

\[ |\psi\rangle_{RBCA} |\theta\rangle_{EAE_B} = U^\dagger U_2^\dagger \ldots U_{r+1}^\dagger \sum_{i_1,i_2,\ldots,i_r} \sqrt{p_{i_1,i_2,\ldots,i_r}} |\tau_{i_r,\bar{i}_r-1,\ldots,\bar{i}_1}\rangle_{RBCAC_0T_B E_A} |i_r\rangle_{M_r} \ldots |\bar{i}_1\rangle_{M_1}. \]

and

\[ P(\psi_{RBCA} \sum_{i_1,i_2,\ldots,i_r} p_{i_1,i_2,\ldots,i_r} |\tau_{i_r,\bar{i}_r-1,\ldots,\bar{i}_1}\rangle_{RBCA}) = \varepsilon. \]

Proof. The corollary follows immediately using Definition B.4 and Lemma B.3.

Following lemma is a refined form of above corollary, where we clarify the structure of the states \( |\tau_{i_r,\bar{i}_r-1,\ldots,\bar{i}_1}\rangle_{RBCAC_0T_B E_A} \). Its proof is deferred to Appendix D.

Lemma B.6. There exists a probability distribution \( \{p'_1,i_2,\ldots,i_r\} \) and pure states \( \kappa_{CEA_T_B} \) such that

\[ P(\psi_{RBCA} \otimes \theta_{EAE_B}, U^\dagger U_2^\dagger \ldots U_{r+1}^\dagger \sum_{i_1,i_2,\ldots,i_r} p_{i_1,i_2,\ldots,i_r} \psi_{RBCA} \otimes \kappa_{CEA_T_B} |i_r\rangle_{M_r} \ldots |\bar{i}_1\rangle_{M_1} \leq 2\sqrt{\varepsilon}, \]

and the communication weight of \( p'_1,i_2,\ldots,i_r \) is at most \( \frac{C}{1-\varepsilon} \).

C  Lower bound on expected communication cost

In this section, we obtain a lower bound on expected communication cost of quantum state redistribution and quantum state transfer, by considering a class of states defined below.

Let register \( R \) be composed of two registers \( R_A, R' \), such that \( R = R_A R' \). Let \( d_a \) be the dimension of registers \( R_A \) and \( A \). Let \( d \) be the dimension of registers \( R', C \) and \( B \).

Definition C.1. Define

\[ |\psi\rangle_{RBCA} \overset{\text{def}}{=} \frac{1}{\sqrt{d_a}} \sum_{a=1}^{d_a} |a\rangle_{R_A} |a\rangle_{A} |\psi^a\rangle_{R'BC} \]

where

\[ |\psi^a\rangle_{R'BC} = \sum_{j=1}^{d} \sqrt{e_j} |u_j\rangle_{R'} |v_j(a)\rangle_{B} |w_j(a)\rangle_{C} \]

with \( e_1 \geq e_2 \geq \ldots \geq e_d > 0, \sum_{i=1}^{d} e_i = 1 \) and \( \{|u_1\rangle, \ldots |u_d\rangle\}, \{|v_1(a)\rangle, \ldots |v_d(a)\rangle\}, \{|w_1(a)\rangle, \ldots |w_d(a)\rangle\} \)

form an orthonormal basis (second and third bases may depend arbitrarily on \( a \)) in their respective Hilbert spaces.

Define a ‘GHZ state’: \( |\omega^a\rangle_{R'BC} \overset{\text{def}}{=} \frac{1}{\sqrt{d}} \sum_{j=1}^{d} |u_j\rangle_{R'} |v_j(a)\rangle_{B} |w_j(a)\rangle_{C} \). Using this, we define

\[ \omega_{RBCA} \overset{\text{def}}{=} \frac{1}{\sqrt{d_a}} \sum_{a=1}^{d_a} |a\rangle_{R_A} |a\rangle_{A} |\omega^a\rangle_{R'BC}. \]

For quantum state transfer, we have the following definition.
**Definition C.2.** Define a pure state

\[ \tilde{\Psi}_{RC} \triangleq \sum_{j=1}^{d} \sqrt{c_j} |u_j\rangle_R |w_j\rangle_C. \]

Corresponding maximally entangled state \( \omega'_R \triangleq \frac{1}{\sqrt{d}} \sum_{j=1}^{d} |u_j\rangle_R |w_j\rangle_C. \)

Following two relations are easy to verify.

\[
|\omega\rangle_{RCA} = \frac{1}{\sqrt{d_a}} \cdot d \Psi^{-\frac{1}{2}}_R |\Psi\rangle_{RCA} \quad \text{and} \quad |\omega'\rangle_{RC} = \frac{1}{\sqrt{d}} (\Psi_R)^{-\frac{1}{2}} |\tilde{\Psi}\rangle_{RC}
\]

(5)

As noted in Appendix B, the protocol \( \mathcal{P} \) achieves quantum state redistribution of \( \Psi_{RCA} \) with error \( \varepsilon \) and expected communication cost \( C \).

We now use Lemma B.6 to prove the following for the state \( \omega_{RCA} \). Recall that \( e_d \) is the smallest eigenvalue of \( \psi^0_{R'} \), independent of \( a \).

**Lemma C.3.** It holds that

\[
P(\omega_{RCA} \otimes \theta_{E_{AEB}}, U^\dagger U_2^\dagger \ldots U_{r+1}^\dagger \sum_{i_1,i_2,\ldots,i_r} \sqrt{p'_{i_1,i_2,\ldots,i_r} \omega_{RBCA}} \otimes \kappa^\dagger_{CEAT_B} |i_r\rangle_M, \ldots |i_1\rangle_M) \leq \frac{8\varepsilon}{e_d \cdot d}.
\]

Communication weight of distribution \( p'_{i_1,i_2,\ldots,i_r} \) is \( \frac{C}{1-\varepsilon} \).

**Proof.** Define a completely positive map \( \tilde{\mathcal{E}} : R \to R \) as \( \tilde{\mathcal{E}}(\rho) \triangleq \frac{e_d}{d_a}(\Psi_R^{-\frac{1}{2}} \rho \Psi_R^{-\frac{1}{2}}) \), which is trace non-increasing since \( \Psi_R^{-1} \leq \frac{d}{d_a} \mathbb{I}_R \). Using equation 5, observe that

\[ \tilde{\mathcal{E}}(\Psi_{RCA}) = e_d \cdot d \cdot \omega_{RCA}. \]

Consider,

\[
2\sqrt{\varepsilon} \geq P(\Psi_{RCA} \otimes \theta_{E_{AEB}}, U^\dagger U_2^\dagger \ldots U_{r+1}^\dagger \sum_{i_1,i_2,\ldots,i_r} \sqrt{p'_{i_1,i_2,\ldots,i_r} \Psi_{RBCA}} \otimes \kappa^\dagger_{CEAT_B} |i_r\rangle_M, \ldots |i_1\rangle_M)
\]

(Lemma B.6)

\[
\geq P(\tilde{\mathcal{E}}(\Psi_{RCA}) \otimes \theta_{E_{AEB}}, U^\dagger U_2^\dagger \ldots U_{r+1}^\dagger \sum_{i_1,i_2,\ldots,i_r} \sqrt{p'_{i_1,i_2,\ldots,i_r} \tilde{\mathcal{E}}(\Psi_{RBCA}) \otimes \kappa^\dagger_{CEAT_B} |i_r\rangle_M, \ldots |i_1\rangle_M})
\]

(Fact A.5)

\[
= P(d \cdot e_d \cdot \omega_{RCA} \otimes \theta_{E_{AEB}}, d \cdot e_d \cdot U^\dagger U_2^\dagger \ldots U_{r+1}^\dagger \sum_{i_1,i_2,\ldots,i_r} \sqrt{p'_{i_1,i_2,\ldots,i_r} \omega_{RBCA}} \otimes \kappa^\dagger_{CEAT_B} |i_r\rangle_M, \ldots |i_1\rangle_M)
\]

Using Fact A.7, we thus obtain

\[
P(\omega_{RCA} \otimes \theta_{E_{AEB}}, U^\dagger U_2^\dagger \ldots U_{r+1}^\dagger \sum_{i_1,i_2,\ldots,i_r} \sqrt{p'_{i_1,i_2,\ldots,i_r} \omega_{RBCA}} \otimes \kappa^\dagger_{CEAT_B} |i_r\rangle_M, \ldots |i_1\rangle_M) \leq \frac{8\varepsilon}{d \cdot e_d}.
\]

Furthermore, there is no change in communication weight. This completes the proof. \( \Box \)
Similarly for quantum state transfer, we have the following corollary.

**Corollary C.4.** It holds that

\[
P(\omega'_R \otimes \theta_{E_A E_B} U^+ U_1 \cdots U^+_{i+1} \sum_{i_1, i_2, \ldots, i_r} \sqrt{p'_1, i_2, \ldots, i_r} \omega'_R \otimes \kappa^c_{i_r, i_{r-1}, \ldots, i_1} |i_r\rangle_M \cdots |i_1\rangle_{M_1}) \leq \sqrt{\frac{8\varepsilon}{\kappa d \cdot d}}.
\]

Communication weight of distribution \(p'_1, i_2, \ldots, i_r\) is \(\frac{C}{1-\varepsilon}\).

Now we exhibit an interactive entanglement assisted communication protocol for state redistribution of \(\omega_{RBCA}\) with suitably upper bounded worst case communication cost. Proof of this lemma has been deferred to Appendix E.

**Lemma C.5.** Fix an error parameter \(\mu > 0\). There exists an entanglement assisted \(r\)-round quantum communication protocol for state redistribution of \(\omega_{RBCA}\) with worst case quantum communication cost at most \(\frac{2C}{\mu(1-\varepsilon)}\) and error at most \(\frac{8\varepsilon}{\kappa d} + \sqrt{\mu}\).

Similarly, we have the corollary for quantum state transfer.

**Corollary C.6.** Fix an error parameter \(\mu > 0\). There exists a \(r\)-round communication protocol for state transfer of \(\omega'_R\) with worst case quantum communication cost atmost \(\frac{2C}{\mu(1-\varepsilon)}\) and error at most \(\frac{8\varepsilon}{\kappa d} + \sqrt{\mu}\).

Next two lemmas obtain lower bound on worst case quantum communication cost of quantum state redistribution of \(\omega_{RBCA}\) and quantum state transfer of \(\omega'_R\).

**Lemma C.7.** Let \(d\), the local dimension of register \(B\), be such that \(d > 2^{18}\). Then worst case quantum communication cost of any interactive entanglement assisted quantum state redistribution protocol of the state \(\omega_{RBCA}\), with error \(\delta < \frac{1}{6}\), is at least \(\frac{1}{6} \log(d)\).

**Proof.** Following lower bound on worst case quantum communication cost for interactive quantum state redistribution of the state \(\omega_{RBCA}\), with error \(\delta\), has been shown ([BCT16], Section 5, Proposition 2):

\[
\frac{1}{2} (I_{\max}^\delta (R : BC) - I_{\max} (R : B)).
\]

Recall, from definition C.1, that \(\omega_{RBC} = \frac{1}{d^a} \sum_{a=1}^{d^a} |a\rangle \langle a|_{RA} \otimes \omega^B_{R'BC}\) is a classical-quantum state. Consider,

\[
I_{\max}^\delta (R : BC)_\omega \geq \inf_{\rho_{RBC} \in \mathbb{B}(\omega_{RBC})} \inf_{\rho_R} \mathbb{B}(\omega_R) S(\rho_R) + \inf_{\rho_{BC} \in \mathbb{B}(\omega_{BC})} S(\rho_{BC}) - \sup_{\rho_{RBC} \in \mathbb{B}(\omega_{RBC})} S(\rho_{RBC})
\]

\[
\geq I(R : BC)_\omega - 3\delta \log(d) - 3 \quad \text{(Fact A.8)}
\]

\[
\geq \frac{1}{d^a} \sum_{a} I(R' : BC)_\omega - 3\delta \log(d) - 3 \quad \text{(Fact A.14)}
\]

\[
= 2 \log(d) - 3\delta \log(d) - 3.
\]

To bound \(I_{\max} (R : B)_\omega\), notice that \(\omega_{RB} = \frac{1}{d^a d} \sum_{a=1}^{d^a} \sum_{j=1}^{d} |a\rangle \langle a|_{RA} \otimes |u_j\rangle \langle u_j|_{R'} \otimes |v_j(a)\rangle \langle v_j(a)|_B\) is also a classical-quantum state. Using Fact A.13, we obtain \(I_{\max} (R : B)_\omega \leq \log(|B|) = \log(d)\).
Thus, communication cost is lower bounded by
\[
\frac{1}{2}I_{\max}(R:B)_{\omega} - I_{\max}(R:B)_{\omega} \geq \frac{\log(d) - 3\delta \log(d) - 3}{2} = \frac{1 - 3\delta}{2} \log(d) - 1.5 > \frac{1}{6} \log(d),
\]
for \( d > 2^{18} \).

For quantum state transfer, we have following bound.

**Lemma C.8.** Worst case quantum communication cost for state transfer of the state \( \omega'_{RC} \), with error \( \delta < \frac{1}{2} \), is at least \( \frac{1}{2} \log(d) + \frac{1}{2} \log(1 - \delta^2) \).

**Proof.** The following lower bound on worst case interactive quantum communication cost of state transfer of \( \omega'_{RC} \) has been shown ([BCT16], Section 5, Proposition 2):
\[
\frac{1}{2}I_{\max}(R:C)_{\omega'}.
\]
Consider,
\[
I_{\max}(R:C)_{\omega'} \geq -H_{\min}(R|C)_{\omega'} \quad \text{(Fact A.12)}
\geq -H_{\max}(R|C)_{\omega'} + \log(1 - \delta^2) \quad \text{(Proposition 6.3, [Tom15])}
= \log(d) + \log(1 - \delta^2)
\]

Now we proceed to proof of Theorem 1.3.

**Proof: Theorem 1.3.** Suppose there exists a \( r \)-round communication protocol \( P \) for entanglement assisted quantum state redistribution of the pure state \( \Psi_{RBCA} \) with error \( \varepsilon \) and expected communication cost at most \( I(R:C|B)_{\Psi} \cdot (\frac{1}{2})^p \). Then we show a contradiction for \( p < 1 \).

For a \( \beta \geq 1 \) to be chosen later, and \( d > 2^{18} \), we choose \( \{e_1, e_2, \ldots, e_d\} \) (Definition C.1) as constructed in lemma A.15. Thus,
\[
I(R:C|B)_{\Psi} \leq 2S(\Psi_{C}) \leq \frac{4 \log(d)}{\beta} \quad \text{(Fact A.11)}.
\]

Fix an error parameter \( \mu \). From lemma C.5, there exists a communication protocol \( P' \) for quantum state redistribution of \( \omega_{RBCA} \), with error at most \( \sqrt{\mu} + \sqrt{8\beta \varepsilon} \) and worst case quantum communication cost at most
\[
\frac{2 \cdot I(R:C|B)_{\Psi} \cdot (\frac{1}{\varepsilon})^p}{\mu(1 - \varepsilon)} \leq 8 \frac{\log(d)}{\beta \mu(1 - \varepsilon)} \cdot (\frac{1}{\varepsilon})^p \leq 16 \frac{\log(d)}{\beta \mu} \cdot (\frac{1}{\varepsilon})^p.
\]

Last inequality holds since \( \varepsilon < 1/2 \). Let \( \beta \mu \varepsilon^p = 128 \). Then \( \sqrt{\mu} + \sqrt{8\beta \varepsilon} = \sqrt{\mu} + \frac{32}{\sqrt{\mu}} \varepsilon^{\frac{1-p}{2}} \), which is minimized at \( \mu = 32 \cdot \varepsilon^{\frac{1-p}{2}} \). This gives \( \sqrt{\mu} + \frac{32}{\sqrt{\mu}} \varepsilon^{\frac{1-p}{2}} = 8\sqrt{2} \cdot \varepsilon^{\frac{1-p}{2}} \) and \( \beta = 4/\varepsilon^{\frac{1-p}{2}} > 1 \).

As in the theorem, let \( \varepsilon \in [0, (\frac{1}{10})^{1-p}] \). Thus, we have a protocol for state redistribution of \( \omega_{RBCA} \), with error at most \( 8\sqrt{2} \cdot \varepsilon^{\frac{1-p}{2}} < \frac{1}{6} \) and worst case communication at most \( \frac{1}{8} \log(d) \), in contradiction with lemma C.7. \( \square \)
Above argument does not hold for any \( p \geq 1 \) since we need to simultaneously satisfy \( \beta \geq 1 \), \( 8\beta \varepsilon < 1 \) and \( \mu < 1 \).

On similar lines, we prove Theorem 1.4 below.

**Proof: Theorem 1.4.** Suppose there exists a communication protocol for state transfer of the pure states \( \tilde{\Psi}_{RC} \) with error \( \varepsilon < \frac{1}{2} \) and expected communication cost at most \( S(\tilde{\Psi}_R) \cdot \left( \frac{1}{\varepsilon} \right)^p \). Then we show a contradiction for \( p < 1 \).

For a \( \beta \geq 1 \) to be chosen later, choose \( a_i \) as constructed in lemma A.15. Then \( S(\tilde{\Psi}_R) \leq 2^{\log(d) - \beta} \).

Fix an error parameter \( \mu \). From corollary C.6, there exists a communication protocol for state transfer of \( \omega_{RC}' \), with error at most \( \sqrt{\mu} + \sqrt{8\beta \varepsilon} \) and worst case quantum communication cost at most

\[
\frac{2S(\Psi'_R)}{\mu(1 - \varepsilon)} \cdot \left( \frac{1}{\varepsilon} \right)^p \leq \frac{4\log(d)}{\varepsilon \mu(1 - \varepsilon)} \cdot \left( \frac{1}{\varepsilon} \right)^p \leq \frac{8\log(d)}{\mu(1 - \varepsilon)} \cdot \left( \frac{1}{\varepsilon} \right)^p.
\]

Let \( \beta \mu \varepsilon^p = 16 \). Then \( \sqrt{\mu} + \sqrt{8\beta \varepsilon} = \sqrt{\mu} + \sqrt{8\beta \varepsilon} \cdot \frac{1 - \mu}{2} \), which is minimized at \( \mu = 8\sqrt{2\varepsilon} \cdot \frac{1 - \mu}{2} \). This gives \( \sqrt{\mu} + \sqrt{8\beta \varepsilon} = \sqrt{32\sqrt{2\varepsilon}} \cdot \frac{1 - \mu}{2} \) and \( \beta = \sqrt{2} \cdot \frac{1 - \mu}{2} = 1 \).

As in the theorem, let \( \varepsilon \in [0, \left( \frac{1}{2} \right)^{\frac{15}{16}}] \). Thus, we have a protocol for state transfer of \( \omega_{RC}' \), with error at most \( \sqrt{32\varepsilon} \cdot \frac{1 - \mu}{2} < \frac{1}{2} \) and worst case communication at most \( \frac{1}{2} \log(d) \), in contradiction with lemma C.8.

\[\square\]

## D Proof of Lemma B.6

**Proof.** Let \( \mathcal{B} \) be the set of tuples \( (i_1, i_2 \ldots i_r) \) for which \( F^2(\Psi_{RBC_0A}, \tau_{RBC_0A}^{i_r, i_r-1 \ldots i_1}) \leq 1 - \varepsilon \). Let \( \mathcal{G} \) be remaining set of tuples. From corollary B.5 and purity of \( \Psi_{RBC_0A} \), it holds that

\[
\sum_{i_1, i_2 \ldots i_r} p_{i_1, i_2 \ldots i_r} F^2(\Psi_{RBC_0A}, \tau_{RBC_0A}^{i_r, i_r-1 \ldots i_1}) \geq 1 - \varepsilon^2.
\]

Thus,

\[
(1 - \varepsilon) \sum_{(i_1, i_2 \ldots i_r) \in \mathcal{B}} p_{i_1, i_2 \ldots i_r} \geq 1 - \varepsilon^2,
\]

which implies \( \sum_{(i_1, i_2 \ldots i_r) \in \mathcal{B}} p_{i_1, i_2 \ldots i_r} \leq \varepsilon \). Thus we have \( \sum_{(i_1, i_2 \ldots i_r) \in \mathcal{G}} p_{i_1, i_2 \ldots i_r} \geq 1 - \varepsilon \).

Define \( p'_{i_1, i_2 \ldots i_r} \) \( \overset{\text{def}}{=} \frac{p_{i_1, i_2 \ldots i_r}}{\sum_{i_1, i_2 \ldots i_r \in \mathcal{G}} p_{i_1, i_2 \ldots i_r}} \), if \( (i_1, i_2 \ldots i_r) \in \mathcal{G} \) and \( p'_{i_1, i_2 \ldots i_r} \overset{\text{def}}{=} 0 \) if \( (i_1, i_2 \ldots i_r) \in \mathcal{B} \).

For all \( (i_1, i_2 \ldots i_r) \in \mathcal{G} \), \( F^2(\Psi_{RBC_0A}, \tau_{RBC_0A}^{i_r, i_r-1 \ldots i_1}) \geq 1 - \varepsilon \). Thus by Fact A.4, there exists a pure state \( \kappa_{CEA_{TB}}^{i_r, i_r-1 \ldots i_1} \) such that

\[
F^2(\Psi_{RBC_0A} \otimes \kappa_{CEA_{TB}}^{i_r, i_r-1 \ldots i_1}, \tau_{RBCAC_0TBE_A}) \geq 1 - \varepsilon
\]

Consider,
This completes the proof.

\[
\begin{align*}
\text{and} \quad P(\sum_{i_1, i_2, \ldots, i_r} \sqrt{p'_{i_1, i_2, \ldots, i_r} \cdot \delta_{i_r, \delta_r-1 \ldots 1}} RBCAC_{TB} E_A |i_r\rangle_{M_r} \cdots |i_1\rangle_{M_1}, \sum_{i_1, i_2, \ldots, i_r} \sqrt{p'_{i_1, i_2, \ldots, i_r} \cdot \delta_{i_r, \delta_r-1 \ldots 1}} RBCAC_{TB} E_A |i_r\rangle_{M_r} \cdots |i_1\rangle_{M_1}) &= \sqrt{1 - \left( \sum_{i_1, i_2, \ldots, i_r} p_{i_1, i_2, \ldots, i_r} \right)^2} = \sqrt{1 - \left( \sum_{i_1, i_2, \ldots, i_r \in \mathcal{G}} p_{i_1, i_2, \ldots, i_r} \right) \leq \sqrt{\varepsilon}}
\end{align*}
\]

These together imply, using triangle inequality for purified distance (Fact A.2),

\[
\begin{align*}
P(\sum_{i_1, i_2, \ldots, i_r} \sqrt{p'_{i_1, i_2, \ldots, i_r} \cdot \delta_{i_r, \delta_r-1 \ldots 1}} RBCAC_{TB} E_A |i_r\rangle_{M_r} \cdots |i_1\rangle_{M_1}, \sum_{i_1, i_2, \ldots, i_r} \sqrt{p'_{i_1, i_2, \ldots, i_r} \cdot \delta_{i_r, \delta_r-1 \ldots 1}} RBCAC_{TB} E_A |i_r\rangle_{M_r} \cdots |i_1\rangle_{M_1}) & \leq 2\sqrt{\varepsilon}
\end{align*}
\]

Thus, from corollary B.5, we have

\[
P(\Psi_{RBCA} \otimes \theta_{E_A E_B}, U_2^\dagger \cdots U_{r+1}^\dagger \sum_{i_1, i_2, \ldots, i_r} \sqrt{p'_{i_1, i_2, \ldots, i_r} \cdot \delta_{i_r, \delta_r-1 \ldots 1}} RBCAC_{TB} E_A |i_r\rangle_{M_r} \cdots |i_1\rangle_{M_1}) \leq 2\sqrt{\varepsilon}.
\]

The communication weight of \(p'_{i_1, i_2, \ldots, i_r}\) is

\[
\begin{align*}
\sum_{i_1, i_2, \ldots, i_r} p'_{i_1, i_2, \ldots, i_r} \log(i_1 \cdot i_2 \ldots i_r) & \leq \frac{1}{1 - \varepsilon} \sum_{i_1, i_2, \ldots, i_r \in \mathcal{G}} p_{i_1, i_2, \ldots, i_r} \log(i_1 \cdot i_2 \ldots i_r) \\
& \leq \frac{1}{1 - \varepsilon} \sum_{i_1, i_2, \ldots, i_r} p_{i_1, i_2, \ldots, i_r} \log(i_1 \cdot i_2 \ldots i_r) = \frac{C}{1 - \varepsilon}.
\end{align*}
\]

This completes the proof. \(\square\)

### E Proof of Lemma C.5

**Proof.** From lemma C.3, we have that

\[
P(\omega_{RBCA} \otimes \theta_{E_A E_B}, U_2^\dagger \cdots U_{r+1}^\dagger \sum_{i_1, i_2, \ldots, i_r} \sqrt{p'_{i_1, i_2, \ldots, i_r} \cdot \omega_{RBCA} \otimes \delta_{i_r, \delta_r-1 \ldots 1}} RBCAC_{TB} E_A |i_r\rangle_{M_r} \cdots |i_1\rangle_{M_1}) \leq \sqrt{\frac{8\varepsilon}{a_d \cdot d}},
\]

and

\[
\sum_{i_1, i_2, \ldots, i_r} p'_{i_1, i_2, \ldots, i_r} \log(i_1 \cdot i_2 \ldots i_r) \leq \frac{C}{1 - \varepsilon}.
\]
Consider the set of tuples \((i_1, i_2 \ldots i_r)\) which satisfy \(i_1 \cdot i_2 \ldots i_r > 2^{(1 - \varepsilon)C}\). Let this set be \(B'\) and \(G'\) be the set of rest of the tuples. Then

\[
\frac{C}{(1 - \varepsilon)} > \sum_{i_1, i_2 \ldots i_r \in B'} p'_{i_1, i_2 \ldots i_r} \log(i_1 \cdot i_2 \ldots i_r) > \frac{C}{(1 - \varepsilon)\mu} \sum_{i_1, i_2 \ldots i_r \in B'} p'_{i_1, i_2 \ldots i_r}.
\]

This implies \(\sum_{i_1, i_2 \ldots i_r \in B'} p'_{i_1, i_2 \ldots i_r} < \mu\). Define a new probability distribution \(q_{i_1, i_2 \ldots i_r} \overset{\text{def}}{=} \frac{K'_{i_1, i_2 \ldots i_r}}{\sum_{(i_1, i_2 \ldots i_r) \in G'} p'_{i_1, i_2 \ldots i_r}}\) for all \((i_1, i_2 \ldots i_r) \in G'\) and \(q_{i_1, i_2 \ldots i_r} = 0\) for all \((i_1, i_2 \ldots i_r) \in B'\). Consider,

\[
P(\sum_{i_1, i_2 \ldots i_r} \sqrt{p'_{i_1, i_2 \ldots i_r} \omega_{RBC0A} \otimes \kappa_{CEA} |i_r\rangle |M_r\rangle \ldots |i_1\rangle |M_1\rangle, \sum_{i_1, i_2 \ldots i_r} \sqrt{q_{i_1, i_2 \ldots i_r} \omega_{RBC0A} \otimes \kappa_{CEA} |i_r\rangle |M_r\rangle \ldots |i_1\rangle |M_1\rangle})
\]

\[
= \left(1 - \sum_{i_1, i_2 \ldots i_r} p'_{i_1, i_2 \ldots i_r} q_{i_1, i_2 \ldots i_r}\right)^2 = \sqrt{1 - \sum_{(i_1, i_2 \ldots i_r) \in G'} p'_{i_1, i_2 \ldots i_r}} \leq \sqrt{\mu}.
\]

Thus, triangle inequality for purified distance (Fact A.2) implies

\[
P(\omega_{RBCA} \otimes \theta_{EA} E_B, U_1 \ldots U_2 \ldots \ldots U_{r+1} \sum_{i_1, i_2 \ldots i_r} \sqrt{q_{i_1, i_2 \ldots i_r} \omega_{RBC0A} \otimes \kappa_{CEA} |i_r\rangle |M_r\rangle \ldots |i_1\rangle |M_1\rangle})
\]

\[
\leq \sqrt{\frac{8\varepsilon}{e_d \cdot d}} + \sqrt{\mu}
\]

Defining \(\pi_{RBCAE} E_B \overset{\text{def}}{=} U_1 \ldots U_2 \ldots \ldots U_{r+1} \sum_{i_1, i_2 \ldots i_r} \sqrt{q_{i_1, i_2 \ldots i_r} \omega_{RBC0A} \otimes \kappa_{CEA} |i_r\rangle |M_r\rangle \ldots |i_1\rangle |M_1\rangle}\), we have

\[
P(\omega_{RBCA} \otimes \theta_{EA} E_B, \omega_{RBCAE} E_B) \leq \sqrt{\frac{8\varepsilon}{e_d \cdot d}} + \sqrt{\mu} \quad (7)
\]

Let \(T\) be the set of all tuples \((i_1, i_2 \ldots i_k)\) (with \(k \leq r\)) that satisfy the following property: there exists a set of positive integers \(\{i_{k+1}, i_{k+2} \ldots i_r\}\) such that \((i_1, i_2 \ldots i_k, i_{k+1} \ldots i_r) \in G'\). Consider the following protocol \(P'\).

**Input:** A quantum state in registers \(RBCAE A E B\).

- Alice applies the isometry \(U : ACEA \rightarrow ACEA M_1\) (definition B.4). She introduces a register \(M_1' \equiv M_1\) in the state \(|0\rangle_{M_1'}\) and performs the following unitary \(W_1 : M_1 M_1' \rightarrow M_1 M_1'\):

\[
W_1 |i\rangle_{M_1} |0\rangle_{M_1'} = |i\rangle_{M_1} |i\rangle_{M_1'} \quad \text{if} \quad (i) \in T \quad \text{and} \quad W_1 |i\rangle_{M_1} |0\rangle_{M_1'} = |i\rangle_{M_1} |0\rangle_{M_1'} \quad \text{if} \quad (i) \notin T.
\]

She sends \(M_1'\) to Bob.

- Bob introduces a register \(M_2' \equiv M_2\) in the state \(|0\rangle_{M_2'}\). If he receives \(|0\rangle_{M_1'}\) from Alice, he performs no operation. Else he applies the isometry \(U_2 : BEB M_1' \rightarrow BEB M_1' M_2\) and

---

**Figure 2:** A diagram showing the protocol, with Bob as the central figure and Alice and Charlie as the peripheral ones. The protocol involves the exchange of quantum states and operations, illustrated with arrows and labels. The protocol is designed to test the purification of distance with implications for security and quantum communication protocols.
then performs the following unitary $W_2 : M'_1M'_2M'_2 \rightarrow M'_1M'_2M'_2$:

$$W_1 |i\rangle_{M'_1} |j\rangle_{M'_2} |0\rangle_{M'_2} = |i\rangle_{M'_1} |j\rangle_{M'_2} |j\rangle_{M'_2} \quad \text{if} \ (i,j) \in \mathcal{T}$$

and

$$W_1 |i\rangle_{M'_1} |j\rangle_{M'_2} |0\rangle_{M'_2} = |i\rangle_{M'_1} |j\rangle_{M'_2} |0\rangle_{M'_2} \quad \text{if} \ (i,j) \notin \mathcal{T}.$$

He sends $M'_2$ to Alice.

- For every odd round $k > 1$, Alice introduces a register $M'_k \equiv M_k$ in the state $|0\rangle_{M'_k}$. If she receives $|0\rangle_{M'_k-1}$ from Bob, she performs no further operation. Else, she applies the isometry

$$U_k : ACEA_M1M'_2M_3\ldots M'_k \rightarrow ACEA_M1M'_2M_3\ldots M'_k$$

and performs the following unitary $W_k : M'_1M'_2\ldots M'_kM_k \rightarrow M'_1M'_2\ldots M'_kM_k$:

$$W_k |i_1\rangle_{M'_1} |i_2\rangle_{M'_2} \ldots |i_k\rangle_{M_k} |0\rangle_{M'_k} = |i_1\rangle_{M'_1} |i_2\rangle_{M'_2} \ldots |i_k\rangle_{M_k} |i_k\rangle_{M'_k} \quad \text{if} \ (i_1,i_2\ldots i_k) \in \mathcal{T}$$

and

$$W_k |i_1\rangle_{M'_1} |i_2\rangle_{M'_2} \ldots |i_k\rangle_{M_k} |0\rangle_{M'_k} = |i_1\rangle_{M'_1} |i_2\rangle_{M'_2} \ldots |i_k\rangle_{M_k} |0\rangle_{M'_k} \quad \text{if} \ (i_1,i_2\ldots i_k) \notin \mathcal{T}.$$

She sends $M'_k$ to Bob.

- For every even round $k > 2$, Bob introduces a register $M'_k \equiv M_k$ in the state $|0\rangle_{M'_k}$. If he receives $|0\rangle_{M'_k-1}$ from Alice, he performs no further operation. Else, he applies the isometry $U_k : BEBM'_1M'_2M'_3\ldots M'_k \rightarrow BEBM'_1M'_2M'_3\ldots M'_kM_k$ and performs the following unitary $W_k : M'_1M'_2\ldots M'_kM_k \rightarrow M'_1M'_2\ldots M'_kM_k$:

$$W_k |i_1\rangle_{M'_1} |i_2\rangle_{M'_2} \ldots |i_k\rangle_{M_k} |0\rangle_{M'_k} = |i_1\rangle_{M'_1} |i_2\rangle_{M'_2} \ldots |i_k\rangle_{M_k} |i_k\rangle_{M'_k} \quad \text{if} \ (i_1,i_2\ldots i_k) \in \mathcal{T}$$

and

$$W_k |i_1\rangle_{M'_1} |i_2\rangle_{M'_2} \ldots |i_k\rangle_{M_k} |0\rangle_{M'_k} = |i_1\rangle_{M'_1} |i_2\rangle_{M'_2} \ldots |i_k\rangle_{M_k} |0\rangle_{M'_k} \quad \text{if} \ (i_1,i_2\ldots i_k) \notin \mathcal{T}.$$

He sends $M'_k$ to Alice.

- After round $r$, if Bob receives $|0\rangle_{M'_r}$ from Alice, he performs no further operation. Else he applies the unitary $U_{r+1}^b : BEBM'_1M'_2M'_3\ldots M'_r \rightarrow BC_0TBM'_1M'_2M'_3\ldots M'_r$. Alice applies the unitary $U_{r+1}^a : ACEA_M1M'_2M_3\ldots M_r \rightarrow ACEA_M1M'_2M_3\ldots M_r$. They trace out all of their registers except $A, B, C_0$.

Let $\mathcal{E} : RBCAESB \rightarrow RBCA$ be the quantum map generated by $\mathcal{P}'$. For any $k$, if any of the parties receive the state $|0\rangle_{M'_k}$, let this event be called abort.
We show the following claim.

**Claim E.1.** It holds that \( \mathcal{E}(\pi_{RBCAE}^{A}E_{B}) = \omega_{RBC_{0}A} \)

**Proof.** We argue that the protocol never aborts when acting on \( \pi_{RBCAE}^{A}E_{B} \). Consider the first round of the protocol. Define the projector \( \Pi \triangleq \sum_{i: (i) \notin T} |i\rangle\langle i|_{M_{1}} \). From definition B.4, it is clear that the isometry \( U_{1}^{\dagger}U_{3}^{\dagger} \cdots U_{r+1}^{\dagger} \) is of the form \( \sum_{i} |i\rangle\langle i|_{M_{1}} \otimes V_{i} \), for some set of isometries \( \{V_{i}\} \). Thus, from the definition of \( \pi_{RBCAE}^{A}E_{B} \) (in which the summation is only over the tuples \( (i_{1}, i_{2} \ldots i_{r}) \in G' \)), it holds that

\[ \Pi U_{\pi_{RBCAE}^{A}E_{B}} = 0. \]

This implies that Bob does not receive the state \( |0\rangle_{M_{1}'} \) and hence he does not aborts.

Same argument applies to other rounds, which implies that the protocol never aborts. Thus, the state at the end of the protocol is

\[ \text{Tr}_{CE_{A}T_{B}}(U_{r+1}U_{r} \cdots U_{2}U_{\pi_{RBCAE}^{A}E_{B}}) = \omega_{RBC_{0}A}. \]

Thus, from equation 7, it holds that

\[ \text{P}(\mathcal{E}(\omega_{RBC_{A}} \otimes \theta_{E_{A}E_{B}}), \omega_{RBC_{0}A}) \leq \sqrt{\frac{8\varepsilon}{\epsilon_{d} \cdot d}} + \sqrt{\mu}. \]

Quantum communication cost of the protocol is at most

\[ \max_{(i_{1}, i_{2} \ldots i_{r}) \in G'} (\log((i_{1} + 1) \cdot (i_{2} + 1) \ldots (i_{r} + 1)) \leq 2 \cdot \max_{(i_{1}, i_{2} \ldots i_{r}) \in G'} (\log(i_{1} \cdot i_{2} \ldots i_{r}) \leq \frac{2C}{(1 - \varepsilon)\mu}. \]

This completes the proof. \( \Box \)
An approximated single photon state generation from coherent states entangled with qubits by measuring qubits
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Abstract. In an entangled system between coherent states and qubits, a superposition of coherent states is formed by measurement of the qubits. The induced superposition state can be controlled by the initial coherent states and the measurement basis, and the magnitude of the entanglement. In this paper, firstly, we briefly explain the entanglement preparation between the coherent states and qubits using the conditional phase shift or the conditional displacement. Then, we show that an approximate single photon state obtained when two weak coherent states are superposed in a distance close to the origin of phase space.
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1 Introduction

The single photon source \([1]\) is important for quantum information technology such as quantum cryptography \([2]\) and photonic quantum information processing \([3]\). Quantum key distribution systems often employ weak coherent light as an approximated single photon. However, quantum information processing requires genuine non-classical properties of single photons. Currently, a practical single photon source is not available in terms of generation efficiency, operation temperature, and quality. Therefore, it is important to explore alternative methods for single photon generation for the development of the quantum information technology.

In this paper, we show that an approximated single photon state can be generated by measurement of a qubit from a hybrid system where coherent states are entangled with a qubit. As methods of entanglement preparation, we consider the conditional phase shift and the conditional displacement \([4]\). A superposition of two coherent states is formed by measuring the qubit. We show that the induced superposition can be regarded as an approximated single photon state, when two coherent states are close and interfere destructively near the origin in phase space.

2 Conditional Operation

In this section, we briefly explain the methods of entanglement preparation using conditional operations \([4]\). As the first method, we consider the conditional phase shift on a coherent state by a qubit. First, we prepare a control qubit \(\ket{1_c} + \ket{0_c}\)/\(\sqrt{2}\) and a target coherent state \(\ket{\alpha}_t\) to obtain the initial state \(\ket{i} = \ket{\alpha}_t \ket{1_c} + \ket{0_c}\)/\(\sqrt{2}\). Then, the control qubit and the target coherent state interacts through the conditional phase shift operation \(U_p\ket{1_c} \ket{1} + i \ket{0_c} \ket{c}\) \([4]\), where the phase shift operator is given by \(U_p = e^{i\theta n}\) where \(\theta\) is phase shift angle and \(n\) is a photon number operator on the coherent state \(\ket{\alpha}_t\). Using the conditional phase shift, the initial state is transformed to the entangled state as follows:

\[
\ket{\Psi_p} = \frac{1}{\sqrt{2}} (\ket{1_c} \ket{\alpha e^{i\theta}_t} + \ket{0_c} \ket{\alpha}_t).
\]

As the second method, we consider the conditional displacement. First, we generate the initial state \(\ket{i} = \ket{\alpha}_t (\ket{1_c} + \ket{0_c})/\sqrt{2}\) as used in the conditional phase shift. Then, the control qubit and the target coherent state are interacted through the conditional displacement operation \(U_d\ket{1_c} \ket{1} + i \ket{0_c}\) \([4]\), where the displacement operator is given by \(U_d = e^{i\gamma \hat{n}}\). The amount of the displacement reads \(\gamma = \alpha - \beta = \chi t \hat{n}\), where \(\chi\) is the coupling strength between the coherent state and the qubit, and \(t\) is the interaction time. The direction of the displacement on the phase space can be selected by the phase \(\phi\). In the present proposal, we choose \(\phi = 0\), since the superposition of two coherent states of different amplitudes is required to generate the approximate single photon state. The conditional displacement transforms the initial state to

\[
\ket{\Psi_d} = \frac{1}{\sqrt{2}} (\ket{1_c} \ket{\beta}_t + \ket{0_c} \ket{\alpha}_t).
\]

3 Approximated single photon state generation by post-selection of qubit

We show that non-classical photon states can be generated by measurement of a qubit in the entangled system of coherent states and a qubit prepared by a conditional operation mentioned in Sec. II. The post-selection on the qubit to the final state \(\ket{f} = (\ket{1_c} - \ket{0_c})/\sqrt{2}\), i.e., \(\ket{\pm}\) measurement, collapses the coherent state to the superposition of two coherent states with the success probability given by the fidelity between the two states as

\[
\ket{\psi_p} = \frac{1}{2\sqrt{P_{sucp}}} (\ket{\alpha e^{i\theta}_t} - \ket{\alpha}_t),
\]

where \(P_{sucp} = \frac{1}{2} \left[1 - \frac{1}{2} \left(\langle \alpha | \alpha e^{i\theta} \rangle + \langle \alpha e^{i\theta} | \alpha \rangle \right)\right]\), for the state entangled by the conditional phase shift (1), and

\[
\ket{\psi_d} = \frac{1}{2\sqrt{P_{sucp}}} (\ket{\beta}_t - \ket{\alpha}_t),
\]
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where $P_{\text{cnd}} = \frac{1}{2} \left[ 1 - \frac{1}{2} (\langle \beta | \alpha \rangle + \langle \alpha | \beta \rangle) \right]$, for the state entangled by the control displacement (2). When a distance between two states in the superposition is small, and the states are placed near the origin in phase space, the transformed superposition state can be regarded as a single photon state.

In order to confirm the above claim, we numerically evaluated the detection probabilities as photon number states $|\langle n | \psi_p \rangle|^2$ and $|\langle n | \psi_d \rangle|^2$, when the post-selected states are measured in photon number basis. Figure 1 (a) plots the detection probabilities $|\langle n | \psi_p \rangle|^2$ for $n = 1$ (single photon states: solid line), $n = 2$ (two photon states: dashed line) and $n = 3$ (three photon states: dot-dashed line). Here, we assume that the coherent amplitude of the initial coherent state is $\alpha = 0.1$. Similarly, Fig. 1 (b) plots the detection probabilities $|\langle n | \psi_d \rangle|^2$. Note that when the conditional displacement is used, the detection probability for $n = 0$ (vacuum: dotted line) is appeared. In order to compare the post-selected state and the coherent states, Fig. 1 (c) plots the detection probabilities as photon number states $|\langle n | \alpha \rangle|^2$, when the coherent state is measured in photon number basis. In both conditional operations, the detection probability as single photon state $|\langle 1 | \psi_p \rangle|^2$ and $|\langle 1 | \psi_d \rangle|^2$ are greatly higher than $|\langle 1 | \alpha \rangle|^2$. Moreover, in both conditional operations, there are the points of the detection probability as two photon states equals zero, since superposition becomes odd coherent states at these points.

4 Conclusion

In summary, we have shown that measurement of a qubit in hybrid entangled system between a coherent state and a qubit results in a non-classical state. We have also proposed an application of the method to generate an approximate single photon state. The method works probabilistically, but generates the heralded single photons. The generation requires conditional operation. It is reported that the conditional phase shift can be implemented using superconducting circuits [5] and ions in a solid [6], and that the conditional displacement can be implemented using superconducting circuits [7], ion trap [8] and Rydberg atoms [9]. Further comparison with the conventional single photon generation methods under a practical condition is left for future works.
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Abstract. We consider asymptotic convertibility of an arbitrary sequence of bipartite pure states into another by local operations and classical communication (LOCC). We adopt an information-spectrum approach to address cases where each element of the sequences is not always in tensor power of a bipartite pure state. We derive necessary and sufficient conditions for the LOCC convertibility of one sequence to another in terms of spectral entropy rates of entanglement of the sequences. Based on these results, we also provide a simple proof for previously known results on the optimal rates of entanglement concentration and dilution of general sequences of pure states.

Keywords: spectral entropy rates, LOCC convertibility, entanglement concentration and dilution

1 Introduction

An entangled quantum state shared between two distant parties is used as a resource for performing nonlocal quantum information processing. When a state is not in the desired form as a resource, we need to transform it by LOCC to a target state with the desired form. Well-known examples of such tasks are entanglement concentration and dilution [1]. Entanglement concentration is a task to obtain a maximally entangled state from copies of a non-maximally entangled state by LOCC, and entanglement dilution is its inverse process. When the initial state is copies of a bipartite pure state, the optimal rates of entanglement concentration and dilution are asymptotically equal to the entanglement entropy [1].

For cases where the initial and target states are not always in tensor power of a bipartite state, the information-spectrum method has been applied to analyze entanglement concentration [2, 3] and entanglement dilution [3]. Originally, the information-spectrum method was developed in classical information theory by Verdú and Han [4, 5], and has been extended to quantum information theory by Nagaoka and Hayashi [6–8]. In the setting of the information-spectrum method, the optimal rates of entanglement concentration and dilution are obtained in terms of spectral entropies [2, 3].

In this contribution, we consider a more general situation in which a general sequence of bipartite pure states \(\psi^{AB}_{n} \) is converted into another general sequence of bipartite pure states \(\phi^{AB}_{n} \) asymptotically by a sequence of LOCC protocol \(\mathcal{L} = \{\mathcal{L}_{n}\}_{n=1}^{\infty} \). We require that the trace distance between the final state \(\mathcal{L}_{n}(\psi^{AB}_{n})\) and the target state \(\phi^{AB}_{n}\) vanishes in the limit of \(n \to \infty\). We address a question of when such a conversion is possible. Contrary to the previous approaches, we do not assume that the initial state or the target state is a maximally entangled state.

The main results of this contribution are as follows. First, we prove that \(\psi^{AB}_{n} \) is asymptotically convertible to \(\phi^{AB}_{n} \) if the spectral inf-entropy of entanglement of \(\psi^{AB}_{n} \) is larger than the spectral sup-entropy of entanglement of \(\phi^{AB}_{n} \). Second, we prove that if \(\psi^{AB}_{n} \) is asymptotically convertible to \(\phi^{AB}_{n} \), the spectral inf- and sup-entropy of entanglement of \(\psi^{AB}_{n} \) is larger than those of \(\phi^{AB}_{n} \), respectively. If we restrict \(\phi^{AB}_{n} \) to be a sequence of maximally entangled states, our results are equivalent to those obtained by Hayashi [2] and Bowen-Datta [3], regarding the optimal rates of entanglement concentration and dilution. Our proof based on an application of classical random number generation, which was pointed out by Kumagai and Hayashi [9], is much simpler than those of [2, 3].

2 Main Results

In this section, we present definitions of the problem and state the main results of this contribution. As a shorthand notation, we denote reduced density operators \(\text{Tr}_{B}[\psi](\psi|^{AB}) \) and \(\text{Tr}_{A}[\psi](\psi|^{AB}) \) simply by \(\psi^{A} \) and \(\psi^{B} \), respectively, for a bipartite pure state \(|\psi^{AB}\rangle\).

Let \(\mathcal{H}^{A}_{n} \) and \(\mathcal{H}^{B}_{n} \) be arbitrary finite-dimensional Hilbert spaces and consider a general sequence of bipartite systems \(\mathcal{H}^{AB}_{n} = \mathcal{H}^{A}_{n} \otimes \mathcal{H}^{B}_{n} \). Let \(|\psi^{AB}_{n}\rangle\) and \(|\phi^{AB}_{n}\rangle\) in \(\mathcal{H}^{AB}_{n} \) be arbitrary pure states for each \(n\), and consider sequences \(\psi^{AB}_{n} = \{\psi^{AB}_{n}\}_{n=1}^{\infty} \) and \(\phi^{AB}_{n} = \{\phi^{AB}_{n}\}_{n=1}^{\infty} \). We ask when \(\psi^{AB}_{n} \) can be asymptotically converted to \(\phi^{AB}_{n} \) by LOCC.

That is, we seek for conditions under which \(|\psi^{AB}_{n}\rangle\) can be converted to \(|\phi^{AB}_{n}\rangle\) by LOCC for each \(n\), up to a certain error that vanishes in the limit of \(n \to \infty\).

Definition 1 We say that \(\psi^{AB}_{n} = \{\psi^{AB}_{n}\}_{n=1}^{\infty} \) can be converted to \(\phi^{AB}_{n} = \{\phi^{AB}_{n}\}_{n=1}^{\infty} \) asymptotically by LOCC, if there exists a sequence of LOCC \(\mathcal{L}_{n} \) \((n = 1, 2, \ldots)\) such
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rates are defined by

\[ D(\varepsilon|\tilde{\rho}|\tilde{\sigma}) = \sup \left\{ a \mid \lim_{n \to \infty} \text{Tr} \rho_n \{ \rho_n - e^{-a} \sigma_n \} \geq 1 - \varepsilon \right\}, \]

\[ D(\varepsilon|\tilde{\rho}|\tilde{\sigma}) = \inf \left\{ a \mid \lim_{n \to \infty} \text{sup} \text{Tr} \rho_n \{ \rho_n - e^{-a} \sigma_n \} \leq \varepsilon \right\}. \]

Here, \( A > 0 \) denotes the spectral projection corresponding to the positive part of a Hermitian operator \( A \). Using the spectral divergence rates, the spectral entropy rates are defined by

\[ H(\varepsilon|\tilde{\rho}|\tilde{\sigma}) := -D(\varepsilon|\tilde{\rho}|\tilde{\sigma}), \quad \overline{H}(\varepsilon|\tilde{\rho}|\tilde{\sigma}) := -D(\varepsilon|\tilde{\rho}|\tilde{\sigma}) \]

for \( \varepsilon \in [0, 1] \), where \( \tilde{I} = \{ I_n \}_{n=1}^\infty \) is the sequence of identity operators. Especially, for \( \varepsilon = 0 \) we write

\[ H(\tilde{\rho}) = H(0|\tilde{\rho}), \quad \overline{H}(\tilde{\rho}) = \overline{H}(0|\tilde{\rho}). \]

For any general sequences of bipartite pure states \( \tilde{\psi}^{AB} = \{ \psi_n^{AB} \}_{n=1}^\infty \) and \( \tilde{\phi}^{AB} = \{ \phi_n^{AB} \}_{n=1}^\infty \) be general sequences of pure states on bipartite systems \( H_n^{AB} \) (\( n = 1, 2, \ldots \)). If \( H(\tilde{\psi}^{AB}) > \overline{H}(\tilde{\phi}^{AB}) \) holds, then \( \tilde{\psi}^{AB} \) can be asymptotically converted into \( \tilde{\phi}^{AB} \) by LOCC.

**Theorem 2 (direct part)** Let \( \tilde{\psi}^{AB} = \{ \psi_n^{AB} \}_{n=1}^\infty \) and \( \tilde{\phi}^{AB} = \{ \phi_n^{AB} \}_{n=1}^\infty \) be general sequences of pure states on bipartite systems \( H_n^{AB} \) (\( n = 1, 2, \ldots \)). If \( \tilde{\psi}^{AB} \) can be asymptotically converted into \( \tilde{\phi}^{AB} \) by LOCC, it must hold that \( H(\varepsilon|\tilde{\phi}^{AB}|) \geq H(\varepsilon|\tilde{\phi}^{AB}|) \) and \( \overline{H}(\varepsilon|\tilde{\phi}^{AB}|) \geq \overline{H}(\varepsilon|\tilde{\phi}^{AB}|) \) for every \( \varepsilon \in [0, 1] \).

As special cases, the above theorems lead to coding theorems for entanglement concentration [2, 3] and dilution [3]. Letting the target state \( |\phi_n\rangle^{AB} \) be a maximally entangled state \( |\Phi_{M_n}\rangle^{AB} \), with \( M_n = e^{nR} \) be the Schmidt rank of \( |\Phi_{M_n}\rangle \) and \( R = H(\tilde{\psi}^{AB}) - \gamma \) (\( \forall \gamma > 0 \)), the above theorems show that the supremum of the achievable rates of entanglement concentration is equal to \( H(\tilde{\psi}^{AB}) \). On the other hand, letting the initial state \( |\psi_n\rangle^{AB} \) be a maximally entangled state \( |\Phi_{M_n}\rangle \), with \( M_n = e^{nR} \) and \( R = \overline{H}(\tilde{\phi}^{AB}) + \gamma \) (\( \forall \gamma > 0 \)), we can see that the infimum of the required rates of maximally entangled states is equal to \( \overline{H}(\tilde{\phi}^{AB}) \).

### 3 Conclusion

We analyzed asymptotic LOCC convertibility of sequences of bipartite pure entangled states and derived necessary and sufficient conditions for sequences to be asymptotically convertible to another. Applying these results, we also provided a simple proof for the optimal rates of entanglement concentration and dilution in an information-spectrum setting.
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Abstract. In quantum information theory, various results have been obtained regarding free-space quantum communication. However, in realistic quantum communication systems, it is necessary to consider fluctuations in amplitude and phase that are caused by such phenomena as turbulence and interference. In the present paper, we consider a model of an attenuated channel with probabilistic transmissivity and calculate the error probabilities of the homodyne and the optimum quantum receivers for binary phase shift keying coherent-state signals and show that the latter is always superior to the former.
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1 Introduction

In the research on quantum communication [1], models of free-space, an ideal optical fiber, and transmission in the presence of thermal noise have been demonstrated so far. However, various types of classical noise in realistic quantum communication systems may exist. One that we must consider is the fluctuation of amplitude and phase, which is caused for example by turbulence and interference. Regarding the fluctuation of amplitude, many studies have been conducted for so-called Gaussian channels, which include the well-known pure-loss channel. Hence, we had focused our attention on phase diffusion (e.g., [2]) as a source of non-Gaussian noise and investigated an improvement in a quasi-optimum quantum receiver [3] and the robustness of the optimum quantum receiver [4].

In the present paper, we return to the topic of amplitude fluctuation and consider an attenuated quantum channel in which the transmissivity fluctuates probabilistically [5]. If the transmissivity obeys a non-Gaussian distribution, the amplitude noise is not Gaussian. We consider a normalized Rayleigh distribution and calculate the error probability of a homodyne receiver for binary phase shift keying coherent-state signals and demonstrate that the result approximates that of the well-known classical fading channel. We also calculate the error probability of the optimum quantum receiver and clarify that there is a clear gap between the error probabilities of the homodyne receiver and the optimum quantum receiver.

2 Channel model

Consider an attenuated channel in which the transmissivity is probabilistic due to for example fluctuation and interference.

2.1 Kraus representation of the channel

The Kraus operator of an attenuated channel with transmissivity $\eta$ ($0 \leq \eta \leq 1$) is [6]

$$E_k(\eta) = \sum_{n=0}^{\infty} \sqrt{\binom{n}{k} \eta^{n-k} (1-\eta)^k} |n-k\rangle \langle n|,$$ (1)

where $k \in \mathbb{N}$ (the set of all natural numbers) and $|n\rangle$ is the eigenstate of the number operator having $n$ photons. Suppose $\eta$ obeys a probability distribution $P(\eta)$. Let $\rho$ be an input state of this channel, i.e., a transmitted quantum state, and let $\rho^\text{out}$ be an output state, i.e., a received quantum state. Then

$$\rho^\text{out} = \int_0^1 \left\{ P(\eta) \sum_{k=0}^{\infty} E_k(\eta) \rho E_k^\dagger(\eta) \right\} d\eta.$$ (2)

If the transmitted state is a coherent state $\rho = |\alpha\rangle \langle \alpha|$ with coherent amplitude $\alpha$, Eq. (2) becomes

$$\rho^\text{out} = \int_0^1 \left\{ P(\eta) |\sqrt{\eta}\alpha\rangle \langle \sqrt{\eta}\alpha| \right\} d\eta.$$ (3)

In the following, we assume the transmitted state is a coherent state. Note that $\rho^\text{out}$ is a statistical mixture of coherent states $|\sqrt{\eta}\alpha\rangle$, and therefore $P(\eta)$ can be regarded as a probability distribution of coherent amplitude $\sqrt{\eta}\alpha$.

2.2 Probability distribution of transmissivity

Suppose the probability distribution $P(\eta)$ corresponds to a Rayleigh distribution, which is a well-known non-Gaussian distribution. However, as $0 \leq \eta \leq 1$, we define a truncated and normalized distribution,

$$P(\eta) = \frac{\bar{P}(\eta)}{\int_0^1 \bar{P}(\eta) d\eta} = \frac{e^{-\frac{\eta}{\eta_0}}}{\eta_0 \left(1-e^{-\frac{1}{\eta_0}}\right)},$$ (4)

where $\eta_0$ ($0 \leq \eta_0 \leq 1$) is related to the average of the original Rayleigh distribution $\bar{P}(\eta) = \frac{1}{\eta_0} e^{-\frac{1}{\eta_0}}$ and characterizes the channel.

3 Error performance of BPSK signals

In this section, we derive the error performance of received quantum-state signals passing through the channel defined in the previous section. Assume that the modulation scheme is a binary phase shift keying (BPSK), which is the most fundamental digital modulation. We consider two receivers: a homodyne receiver, which is
the optimum classical receiver, and the optimum quantum receiver. Suppose quantum-state signals are coherent states. Then the transmitted quantum states are $\rho_0 = |\alpha \rangle \langle \alpha|$ and $\rho_1 = -|\alpha \rangle \langle -\alpha|$, which correspond to the classical information bits 0 and 1, respectively.

From Eq. (3), the received quantum states are

$$P_0^{(F)} = \int_0^1 P(\eta) \left| \sqrt{\eta} \alpha \right\rangle \left\langle \sqrt{\eta} \alpha \right| d\eta,$$

$$P_1^{(F)} = \int_0^1 P(\eta) \left| -\sqrt{\eta} \alpha \right\rangle \left\langle -\sqrt{\eta} \alpha \right| d\eta.$$

Here we assume a priori probabilities of signals are equal.

### 3.1 Homodyne receiver

As the signals are BPSK coherent states, the threshold value in the decision process in the receiver is zero. Hence, the homodyne receiver is formally described by the detection operators

$$\Pi_0 = \int_0^\infty |x_+\rangle \langle x_+| dx_+, \quad \Pi_1 = \int_0^0 |x_-\rangle \langle x_-| dx_-, \quad (7)$$

and the error probability of the homodyne receiver is

$$P_e^{\text{Hom}} = \frac{1}{2} \left\{ \mbox{Tr} \rho_0^{(F)} \Pi_1 + \mbox{Tr} \rho_1^{(F)} \Pi_0 \right\} = \mbox{Tr} \rho_0^{(F)} \Pi_1. \quad (8)$$

The second equality in Eq. (8) hold through the symmetry between the signals and detection operators. From Eqs. (5) and (8),

$$P_e^{\text{Hom}} = \frac{1}{\sqrt{2\pi \sigma}} \int_{-\infty}^{\infty} \int_0^1 P(\eta) e^{-\left(\frac{x_+ - \sqrt{\eta} \alpha}{\sigma^2}\right)^2} d\eta dx_+, \quad (9)$$

where $\sigma^2 = \frac{1}{2}$. Moreover, Eq. (9) can be expressed as

$$P_e^{\text{Hom}} = \frac{1}{2} \int_0^1 P(\eta) \text{erfc} \left( \sqrt{2\eta} \alpha \right) d\eta, \quad (10)$$

where $\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t^2} dt$. Note that the above error probability coincides with that of Rayleigh fading in classical theory (e.g., [7]) up to the integral range.

### 3.2 Optimum quantum receiver

The optimum quantum receiver is the receiver that attains the minimum value of the average probability of error, i.e., the Helstrom bound. For the binary quantum-state signals, the minimum error probability $P_e^{\text{Opt}}$ is [1]

$$P_e^{\text{Opt}} = \frac{1}{2} \left\{ 1 - \frac{1}{2} \mbox{Tr} \left[ \rho_0^{(F)} - \rho_1^{(F)} \right] \right\}. \quad (11)$$

### 3.3 Error performance

Figure 1 displays the error probabilities of the homodyne and the optimum quantum receivers based on Eqs. (10) and (11). A clear difference is seen in the error performance between the two receivers for BPSK signals. Moreover, within the large photon number regime, we find that the error probability of the optimum quantum receiver does not asymptotically approach that of the homodyne receiver, but rather the difference increases. Therefore, it is expected that this difference is maintained in the limit when quantum states are almost classical.

### 4 Conclusion

In the present paper, we considered a model of an attenuated quantum channel with probabilistic transmissivity that obeys a non-Gaussian distribution and derived the error performance for the homodyne and the optimum quantum receivers. From the results we computed, superiority in quantum communication is seen over the entire range of the average number of photons. Furthermore, we showed that the error probability for the model almost coincides with that of a classical fading channel at least for the BPSK signals. We expect that the model provides a one-dimensional approximation of a quantum channel describing fading phenomenon [7, 8].
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Abstract. Device-independent (DI) quantum information processing is a novel paradigm of quantum information where analyses are carried out directly from the observed correlations between measurement outcomes. While DI characterization of quantum states and measurements is intrinsically more robust, there remains an important gap between the theoretical tools developed for such purposes and the experimentally obtained correlations, which generically violate the non-signaling condition. In this work, we discuss some theoretical tools that may allow us to bridge this gap and compare how they perform under various sample sizes. This, in turn, provides insight on the minimal sample size needed for DI characterizations.
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The ability to prepare quantum states of interest reliably and the ability to manipulate them at will are the basic requirements of all quantum information processing tasks. Typically, in order to certify that a desired quantum state has been prepared with some reasonable fidelity, quantum state tomography involving a daunting set of local measurements is carried out. If, instead, only specific properties of the quantum state are of interest, then a partial tomography in the form of appropriate witnesses (such as an entanglement witness) is employed.

Although these resource characterization procedures have been in place for a long time, the fact that we always have access to only finite sample size and that they rely on the detailed knowledge of the measurement performed make them susceptible to various systematic errors (see, for instance, [1] and references therein). Developing robust means to characterize quantum state in a practical setting is thus of fundamental importance for the implementation of quantum information processing tasks.

Incidentally, the relatively young field of device-independent quantum information [2,3] provides a (partial but) natural solution to this problem. Within the paradigm of device-independence, the analysis of experimentally observed data is carried out without assuming the Hilbert space dimension of the physical system measured; let alone the measurements giving rise to these observed correlations. As such, this approach is inherently immune to, e.g., possible misalignment systematic error that may take place during the measurement procedure.

While a handful of theoretical techniques (see, e.g., [4,5,6]) have been developed for this rapidly emerging area of research, there remains some important gaps between many of these techniques and their actual implementation in physical systems. For example, with the assumption of samples being independent and identically distributed (i.i.d.), the correlations between measurement outcomes — which we represent using a collection of joint conditional probability distributions \( \{ P(\vec{a}|\vec{x}) \} \) — are usually estimated as the observed relative frequencies of measurement outcomes. In the asymptotic limit when the number of sample size \( N \to \infty \), quantum theory predicts correlations between measurement outcomes that satisfy the Born rule. (Henceforth, we refer to the set of distributions arising from quantum theory as \( \mathbb{Q} \).)

In practice, however, one will always have access only to a finite amount of data. Thus, such estimated correlations always deviate from quantum prediction. In particular, they do not even satisfy the so-called non-signaling conditions [7]. On the other hand, all theoretical tools that have been developed for device-independent quantum information (either implicitly or explicitly) assume that the correlation observed satisfies the no-signaling condition. Our goal here is investigate a few generic set of tools that may allow one to bridge the aforementioned gap when one has access only to finite statistics.

The first of these bridging tools was proposed in [8], and amounts to finding the nearest quantum approximation (NQA)—according to certain norm —to the raw correlation \( \hat{P}_{\text{obs}} \) estimated from relative frequencies. In practice, as these does not seem to be a simple characterization of the set of quantum correlations, this amounts to solving some semidefinite program using the super-set characterizations of the set of quantum distributions due to Navascués-Pironio-Acín (NPA) [4,9] or its variant [10]. Hereafter, we refer to these supersets as \( \mathbb{Q}_1 \supset \mathbb{Q}_2 \supset \ldots \supset \mathbb{Q} \). Moreover, for simplicity, in looking for the NQA, we use \( \mathbb{Q}_1 \) as our approximation to the quantum set in all subsequent discussions. In contrast, the second of this method—developed in [10]—first performs a canonical decomposition of any legitimate conditional probability distribution into a non-signaling part and a signaling part, followed by a projection onto the corresponding non-signaling subspace. For convenience, we henceforth refer to these methods, respectively, as the NQA method and the projection method.

Clearly, in the asymptotic limit of infinite sample size, both these methods would recover the prediction given by quantum theory. Their behavior when there is only finite data, in contrast, is not at all evident. In this work,
we perform a systematic study of the reliability of these methods assuming various sample sizes. In particular, we employ the following two criteria:

(i) **Convergence criterion:** for any given quantum distribution \( \{ P_\mathcal{Q}(\vec{a}|\vec{x}) \} \), we expect that the post-processed distribution obtained by a reliable bridging method is one that converges to \( \{ P_\mathcal{Q}(\vec{a}|\vec{x}) \} \) as the sample size \( N \) increases.

(ii) **Membership criterion:** since there is *a priori* no guarantee that the post-processed distribution \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) obtained from any of these methods to be in \( \mathcal{Q} \), we demand that as \( N \) increases, the chance of finding \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) to admit a quantum representation to be increasing (or, at least, non-decreasing).

To quantitatively compare the reliability of these methods, we numerically simulate the outcomes obtained in a Bell-type experiment according to certain ideal quantum distributions \( \{ P_\mathcal{Q}(\vec{a}|\vec{x}) \} \), assuming various sample sizes. We then use these simulated data to obtain \( F_{\mathsf{Obs}}(\vec{a}|\vec{x}) \) by computing the relative frequencies and post-process each such raw distribution \( F_{\mathsf{Obs}}(\vec{a}|\vec{x}) \) using one of the methods mentioned above to obtain \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \). To evaluate the reliability of these methods against the convergence criterion, the distance of each post-processed distribution to \( \{ P_\mathcal{Q}(\vec{a}|\vec{x}) \} \) is computed, for simplicity, using the \( \ell_1 \) norm. And to evaluate the reliability of these methods against the membership criterion, we check for the membership of each \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) against increasingly better approximations of the set of quantum correlations.

As a first example, we performed the simulation using the quantum distribution \( \{ P_\mathcal{CHSH}(\vec{a}|\vec{x}) \} \) that leads to the maximal Clauser-Horne-Shimony-Holt (CHSH) [11] Bell-inequality violation. For both the projection method and the NQA method (assuming various sample sizes). In particular, we perform a systematic study of the reliability of these methods (while going from or \( \ell_2 \) to \( \ell_\infty \) norm), basic fitting suggests that the average distance

\[
\sum_{\vec{x},\vec{a}} \left| F_{\mathsf{Proc}}^{\text{projection}}(\vec{a}|\vec{x}) - F_{\mathcal{Q}}(\vec{a}|\vec{x}) \right|
\]

... decreases in all cases as \( 1/\sqrt{N} \), thereby showing that all these methods have preserved the rate of convergence of \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) to the ideal quantum distribution \( \{ P_\mathcal{CHSH}(\vec{a}|\vec{x}) \} \).

On the other hand, for the membership test, we see that the NQA method with \( \ell_1 \)-norm performs considerably better than the projection method, while the NQA method with \( \ell_2 \)-norm has similar performance as the latter. Note that when subjected to the more stringent test of \( \mathcal{Q}_2 \) compared with \( \mathcal{Q}_1 \), the chance of finding a \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) within \( \mathcal{Q} \) shrinks by a factor of 2 or more for all these methods (while going from \( \mathcal{Q}_2 \) to \( \mathcal{Q}_1 \) makes hardly any difference). Interestingly, for all these methods, we see that the chance of obtaining \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) that lies inside \( \mathcal{Q}_k \) for \( k = 1, 2, 3 \) rapidly converges at about \( N \approx 200 \). This therefore suggests that for any meaningful device-independent analysis, the minimal sample size needed is of the order of \( 10^2 \).

In the poster, we will also present the corresponding plots assuming other ideal quantum distributions \( \{ P_\mathcal{Q}(\vec{a}|\vec{x}) \} \).

Figure 1: Average probability of finding \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) inside the various supersets of \( \mathcal{Q} \), specifically \( \mathcal{Q}_k \) for \( k \in \{1, 3\} \). Each \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) is obtained by simulating the quantum distribution \( F_{\mathcal{Q}}^{\text{CHSH}} \) according to the sample size shown. The plot for \( F_{\mathcal{Q}}^{\text{CHSH}}(\vec{a}|\vec{x}) \) in conjunction with \( \mathcal{Q}_1 \) has been omitted as, by definition, each \( F_{\mathsf{Proc}}^{\text{method}}(\vec{a}|\vec{x}) \) is a member of \( \mathcal{Q}_1 \). For clarity, the corresponding plots for \( \mathcal{Q}_2 \) have been suppressed as they are essentially visually indistinguishable from the plots for \( \mathcal{Q}_3 \).
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Abstract. We investigate a generalization of the family of device-independent witnesses for entanglement depth proposed in Liang et al. [Phys. Rev. Lett. 14, 190401 (2015)] and its one-parameter generalizations. Specifically, we compute the device-independent $k$-producible bounds as a function of the number of parties $n$ and an additional parameter $\gamma$ for some small values of $n$. The effectiveness of these generalized witnesses against the original one is compared by determining the robustness of these witnesses against white noise for a few family of genuine multipartite entangled states. We also investigate the quantum violation of these witnesses by the generalized Greenberger-Horne-Zeilinger (GHZ) states.
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With the advent of quantum information, the general perception of quantum entanglement [1] has been shifted from a bizarre feature offered by quantum theory to a useful resource for information processing. Indeed, by now, entanglement is a well-recognized resource in various quantum information tasks, from quantum key distributions, quantum communication to quantum computation etc. The reliable preparation of entangled quantum state and the characterization of the corresponding entanglement are thus important steps in these tasks.

Traditional means for characterizing quantum entanglement involves quantum state tomography, or the measurement of so-called entanglement witnesses, namely, Hermitian observables whose expectation value is guaranteed to be non-negative for separable states but which can be negative for at least one entangled state. While the measurement of such witnesses is much more preferably over a full-state tomography, it still shares a common drawback with the latter approach, namely, that it is highly susceptible to various systematic errors [2, 3, 4, 5] (especially in the presence of finite sample size), such as a misalignment systematic error [6]. A possible way to get around this issue is to measure, instead, a so-called device-independent witnesses for entanglement [7], where conclusions are drawn directly from the observed correlations between measurement outcomes, without any assumption of the Hilbert space dimension of the test state, or the measurements being implemented during the test.

In contrast with conventional approach for witnessing entanglement, a device-independent witness relies on the observation of Bell-nonlocal correlations, i.e., correlations that violate some Bell inequality [8, 9]. In a multipartite setting, the strength of violation of these correlations may even be used to witness the entanglement depth [10]—the extent to which the underlying system is many-body entangled—present in the system. See Figure 1 for an illustration of the notion of entanglement depth.

While the possibility to witness entanglement depth using Bell inequalities [11] was already recognized (implicitly) in some earlier works based on the Mermínd-Ardehali-Belinskii-Klyshko inequalities [12], it was not until the work of [13] where this was properly formalized. In particular, the following family of device-independent witnesses for entanglement depth applicable to $n$ parties, each allowed to perform two dichotomic measurements was proposed:

\begin{equation}
I_n^k : 2^{1-n} \sum_{\vec{x} \in \{0,1\}^n} E_n(\vec{x}) - E_n(\vec{1}_n) \leq S_k^{Q,\gamma},
\end{equation}

where $\vec{x}$ is an $n$-bit string describing the choice of measurements for each party, $E_n(\vec{x})$ is the full $n$-partite correlator, i.e., the expectation value of the product of all $n$ parties’ measurement outcomes (each measurement outcome is assumed to be $\pm 1$), and $S_k^{Q,\gamma}$ is the maximal possible quantum value of the left-hand-side of Eq. (1) when $n$ is replaced by $k$. If the measurement statistics observed in an $n$-party Bell-type experiment gives rise to a value for the left-hand-side of Eq. (1) that is larger than $S_k^{Q,\gamma}$, then one can immediately conclude that the shared state cannot be $k$-producible [14] and thus must have an entanglement depth of at least $k+1$.

Towards the end of [13], a one-parameter generalization of the above witness was provided:

\begin{equation}
I_n^k(\gamma) : \frac{\gamma}{2^n} \sum_{\vec{x} \in \{0,1\}^n} E_n(\vec{x}) - E_n(\vec{1}_n) \leq S_k^{Q,\gamma},
\end{equation}

where $\gamma$ is a parameter that adjusts the strength of the witness.

Figure 1: Schematic diagram showing the idea of an entanglement depth. Dashed-lines connecting any two circles symbolically represent that the two subsystems are entangled. The minimal many-body entanglement required to reproduce the quantum state associated with this system is 4, and thus this 7-partite system has an entanglement depth of 4.
where $0 < \gamma \leq 2$ and as above, $S_{k,\gamma}^{Q}$ is the maximal quantum value of the left-hand-side of the above inequality when $n$ is replaced by $k$. Notice that when $\gamma = 2$, the witness of Eq. (2) reduces to the witness of Eq. (1). While it was shown in [13] that Eq. (2) represent a legitimate family of device-independent witnesses for entanglement depth, the explicit form of the right-hand-side of Eq. (2), i.e., $S_{k,\gamma}^{Q}$ has not been determined. The usefulness of these witnesses compared with the witness of Eq. (1) has also not been investigated. In this work, we address some of these issues and also investigate the quantum violation of these witnesses beyond the family of states considered in Ref. [13].

To determine $S_{k,\gamma}^{Q}$, we adopt the ansatz given in [13]: we assume that the $n$ parties share an $n$-partite Greenberger-Horne-Zeilinger (GHZ) state \[|\text{GHZ}_{n}\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle^{\otimes n} + |1\rangle^{\otimes n} \right) \], and that each party performs measurement described by the $\pm 1$-outcome observables

\[
A_{x_{i}=0} = \cos \alpha \sigma_{x} + \sin \alpha \sigma_{y}, \quad (3a)
\]
\[
A_{x_{i}=1} = -\cos(\phi_{n} + \alpha) \sigma_{x} + \sin(\phi_{n} + \alpha) \sigma_{y} \quad (3b)
\]

where $\alpha = -\frac{1}{2n} \phi_{n}$. The left-hand-side of Eq. (2) then evaluates to $S_{n,\gamma}^{Q}(\phi_{n}) = \gamma \cos \sin^{n+1} \phi_{n} - \cos \left( \pi \frac{1}{2} \phi_{n} \right)$, which can be maximized further over $\phi_{n} \in [0, \frac{\pi}{2}]$. Carrying this out explicitly, one can verify using a converging hierarchy of semidefinite programs and for $n \leq 5$ that the maximal quantum value of Eq. (2) can indeed be achieved via this ansatz, i.e., $S_{n,\gamma}^{Q} = \max_{\phi_{n}} S_{n,\gamma}^{Q}(\phi_{n})$.

To compare the effectiveness of the generalized family of witnesses $T_{k}(\gamma)$ against the original one $T_{k}(2)$ for witnessing entanglement depth, we carry out numerical optimizations for the maximal quantum violation of these witnesses for the same four families of states considered in [13], namely, $|\text{GHZ}_{n}\rangle$, the $n$-partite W-state \[|\text{W}_{n}\rangle = \frac{1}{\sqrt{n}} \sum_{\ell \in [1, 2, \ldots, n]} |\ell\rangle^{\otimes n} \], and the $n$-partite 1-dimensional cluster states \[|\text{C}_{n}\rangle = \frac{1}{\sqrt{n}} \sum_{\ell \in \{1, 2, \ldots, n\}} |\ell\rangle^{\otimes n} \] with opened (closed) boundary condition. Unfortunately, for the few values of $\gamma = \frac{4}{\ell}$ with $\ell \in [1, 2, \ldots, 7]$ that we investigated, there does not seem to be any advantage of $T_{k}(\gamma)$ compared with that of Eq. (1) (when measured in terms of their white-noise robustness).

Next, we investigate its quantum violation of these witnesses by the high-dimensional generalization of the GHZ state, i.e., $|\text{GHZ}_{n,d}\rangle = \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1} |i\rangle^{\otimes n}$. For even $d$, we consider the modified ansatz

\[
A_{x_{i}=0} = \bigoplus_{j=0}^{d-1} \cos \alpha \sigma_{x}^{(2j+1)} + \sin \alpha \sigma_{y}^{(2j+1)}, \quad (4a)
\]
\[
A_{x_{i}=1} = \bigoplus_{j=0}^{d-1} \cos(\phi_{n} + \alpha) \sigma_{x}^{(2j+1)} + \sin(\phi_{n} + \alpha) \sigma_{y}^{(2j+1)} \quad (4b)
\]

where the superscripts are used to label the qubit subspace spanned by $\{ |2j\rangle, |2j + 1\rangle \}$ at which the Pauli matrices act on. For the same choice of parameters $\alpha$ and $\phi_{n}$, this turns out to give exactly the same quantum value as with $|\text{GHZ}_{n,d}\rangle$. We thus know that $T_{k}^{n}$ are also good device-independent witnesses for entanglement depth for states that are close to $|\text{GHZ}_{n,d}\rangle$ for arbitrary $n \geq 2$ and arbitrary $d$ even.
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Abstract. We analyze a quantum assembly code translated from a programmed quantum algorithm via a quantum computing compiler. From the analysis result, we estimate the running time of the algorithm on a quantum computer.
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Since the mid-1990s, a quantum computer has attracted much attention because several quantum algorithms such as factoring algorithm and unstructured data search algorithm were proposed [1]. It was proved that the algorithms have relatively low computational complexity than classical algorithms for the same problems. Therefore, it has been widely believed that a quantum computer that executes the algorithms can solve the problems much faster than a classical digital computer, even a supercomputer listed in the TOP500\textsuperscript{1}.

On the other hand, in the words of Pérez-Delgado and Kok [2], a quantum computer has to execute an efficient quantum algorithm efficiently. However, unfortunately nobody has seen that a quantum computer really finds the answer to the problems faster than a classical digital computer, even a mobile computing device.

To implement a practical quantum computer, we have to overcome a quantum noise problem. Quantum information is very susceptible to quantum noise, and thus it is almost impossible to keep the original state of quantum information long enough for a reliable computing without any protection. The fault-tolerant quantum computing based on a quantum error-correcting code is to date the most promising methodology to fight against quantum noise. The computing protocol allocates huge time (gate) and space (qubit) resource for a reliable quantum computing in spite of quantum noise.

By the way, due to the big overhead, it may be very difficult to keep the efficiency of the quantum computing algorithm in the real situation. In particular, by additional gates for the quantum error correction and fault-tolerant operations, it is very difficult to keep the fast problem-solving ability with the fault-tolerant protocol.

In this work, we try to see how much the fault-tolerant architecture affects the execution of quantum algorithms. For that reason, we first analyze quantum assembly codes translated from programmed quantum algorithms via a quantum computing compiler, and then estimate the running time of the algorithms. As is well known, an assembly code is positioned at the middle of the whole computing procedure from an algorithm to a signal controlling hardware devices. Consequently, we believe that it is reasonable to estimate the running time of a quantum computer from a quantum assembly code rather than a quantum algorithm itself.

A quantum computing compiler translates a programmed quantum algorithm into a quantum assembly code which consists of both of the quantum instructions for qubits and unitary gates and the reduced classical instructions [3, 4]. There are two types of quantum assembly codes, modular and non-modular. A modular code is made up of one main module and several sub-modules. The pre-defined sub-modules are called with qubit parameters during the execution of the main module. On the contrary, a non-modular code has one main module only. All the functions are stated in the main module without any structure.

There is no difference in the execution between both codes, but for the analysis the modular code is more useful because of its structure and small size. After performing the analysis on the sub-procedures, the results are combined to analyze the main module. From the analysis result, we can estimate the required resource and the running time of the quantum algorithm. In addition, we can also find critical areas that consume much resource.

For this work, we use an open quantum computing compiler ScaffCC that supports a programming language Scaffold [4, 5]. By using the compiler, we translate two quantum algorithms, Binary Welded Tree (BWT) and Ground State Estimation (GSE). The BWT is a graph traversal problem that finds a path from an entrance node to an exist node over a welded binary tree. The quantum BWT algorithm is based on quantum random walk, which provides an exponential speed up over a classical algorithm [6]. The GSE algorithm is a quantum simulation algorithm to find the ground state of a molecule [7].

For the analysis, we assume the following quantum system and fault-tolerant protocols. We employ the FCFS (First Come First Served) scheduling over quantum gates and 2D lattice for the qubit arrangement layout. In particular, the two-qubit operation is affected by the layout because qubits have to be re-positioned beforehand by following the layout.

We apply the fault-tolerant quantum computing protocol based on the concatenated Steane code. We differ the gate execution time according to the implementations of a logical gate, transverse and non-transverse. Further-

\footnote{http://www.top500.org}
more, because the level-1 logical qubit is not enough to satisfy a threshold of a quantum computing component, we vary the level of the concatenation. After each logical operation, the fault-tolerant quantum error correction based on Shor’s scheme [8] is applied to logical qubits.

Fig. 1 shows the analysis result on the required time units for running the BWT algorithm. Note that the level-0 indicates an ideal quantum computing without logical operations and quantum error correction. For BWT problem, a critical input value is known as a height 300 [6, 9]. Note that the critical input value is the maximum input value (the height of a binary tree) it is believed that a classical digital computer solves efficiently. Which means that the BWT problem with a tree of height greater than 300 can be solved by a quantum computer faster than a digital computer. From our analysis result, the problem can be solved around 15 hours by a quantum computer under the assumptions: the quantum processor works at 1GHz and the concatenation level is 4. If a concatenation level is higher than 4, the required time increases remarkably, 58 days (level-5) and 15.2 years (level-6). But fortunately such a high concatenation level is not required [10].

Fig. 2 shows the analysis result about GSE (M=04, b=09) algorithms on varying the concatenation level. The critical input value for GSE is known as $M = 208$ [4], but unfortunately we did not analyze it because we could not compile the case due to the lack of classical computing power. For reference, the size of the quantum assembly code is bigger than 2G bytes even when $M = 64$.
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Abstract. Nonlocality is an important resource for quantum information processing. Tripartite nonlocality is more difficult to produce in experiments than bipartite ones. In this paper, we analyze a simple setting to generate tripartite nonlocality from two classes of bipartite resources, namely, two-qubit entangled pure states and Werner states. Upper bounds on the tripartite nonlocality, characterized by the maximal violation of Svetlichny inequalities, are given, and the optimal measurements to achieve these bounds are provided.
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1 Motivation

Nonlocality is one of the most fundamental characteristics of quantum mechanics. The nonlocal quantum correlations existing between spatially separated quantum systems have significant advantages over classical correlations, thus serving as an indispensable resource for quantum information processing. In recent years, many novel applications of nonlocality have been developed for quantum computation and quantum communication [1], including communication complexity [2], quantum cryptography [3], randomness generation [4], and device independent quantum computation [5].

The quantum states which exhibit nonlocal correlations are called nonlocal states. The nonlocality of a quantum state can be verified by Bell-type inequalities which give upper bounds on all local correlations that admit a local hidden variable (LHV) model [1]. For bipartite quantum systems, a sufficient criterion of being nonlocal is the violation of Clauser-Horner-Shimony-Holt (CHSH) inequality [6], while for tripartite systems, Svetlichny inequality plays a similar role [7].

In the last several decades, nonlocality of bipartite systems has been extensively investigated. However, the problem regarding multipartite nonlocality is much more complicated than the bipartite case, and very few works were presented in the literature. Even the nonlocality of three-qubit states, the simplest multipartite systems, is not well understood. In this special case, Ghose et al. derived an analytical expression of nonlocality for the generalized GHZ states and W states [11]. Later in 2010, Ajoy et al. extended this result to a set of more general GHZ-class states and W-class states [12].

In experiments, it is much harder to produce entangled tripartite systems than bipartite ones [13]. Note that being entangled is the necessary condition of being nonlocal for quantum systems. Therefore, it has practical meaning to generate tripartite nonlocal systems from bipartite ones.

2 Summary of Contribution

We analyze in this paper a simple setting, showed in Figure 1, for generating tripartite nonlocality from bipartite resources. There are three remotely located participants Alice, Bob, and Clare. Alice and Bob each shares a copy of the resource state $\rho$ with Clare, denoted as $\rho_{AC}$ and $\rho_{BC}$ respectively. Clare then applies a CNOT operation on $C_1$ (the control qubit) and $C_2$ (the target qubit), and measures the system $C_2$ with some projective measurement. The tripartite nonlocality of the remaining systems $ABC_1$ will be quantified by the maximal violation of Svetlichny inequalities.

Our contributions are detailed as follows:

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{The setting for tripartite nonlocality generation.}
\end{figure}
• A simple way to evaluate the maximal violation of Svetlichny inequalities for a special class of three-qubit states. We develop a technique to calculate the maximal violation of Svetlichny inequalities for a class of three-qubit states including both pure states and mixed states. With this technique, we are able to compute the maximal violation for generalized GHZ states $|\Psi_0\rangle = |0\rangle|0\rangle|0\rangle + |1\rangle|1\rangle|1\rangle$ which reads

$$S_{\text{max}}(\Psi_0) = \begin{cases} 4\cos 2\theta & \text{if } \sin^2 2\theta < \frac{1}{4}, \\ 4\sqrt{2}\sin 2\theta & \text{if } \sin^2 2\theta \geq \frac{1}{4}. \end{cases}$$

This result coincides with [11], but the proof is much simpler. Furthermore, the technique plays a crucial role in obtaining optimal measurements for generating tripartite nonlocality from bipartite resources considered in this paper.

• Optimal measurement for generating tripartite nonlocality from Werner states. Suppose a Werner state $\rho_W$ as defined in Eq.(1) is used as the bipartite resource in Fig. 1, and Clare is only allowed to perform projective measurement in the $X-Z$ plane. Then the maximal Svetlichny inequality violation of the remaining states satisfies

$$p_0 S_{\text{max}}(\rho_0) + p_1 S_{\text{max}}(\rho_1) \leq 4p^2\sqrt{2},$$

where $\rho_0$ and $\rho_1$ are the post-measurement states of system $ABC_1$ with the corresponding probabilities $p_0$ and $p_1$, respectively. The equality holds when the measurement according to the standard basis $\{|0\rangle, |1\rangle\}$ is applied. Furthermore, in this case we have $S_{\text{max}}(\Psi_1) = 4\sqrt{2}$ and

$$S_{\text{max}}(\Psi_0) = \frac{4\sqrt{2}\sin^2 2\theta}{1 + \cos^2 2\theta}.$$  

Thus tripartite nonlocality will be generated with certainty if

$$0.5412 \approx \sqrt{\frac{2 - \sqrt{2}}{2}} < \cos \theta < \sqrt{\frac{\sqrt{2}}{2}} \approx 0.8409.$$
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Abstract. We introduce and analyze graph-associated entanglement cost, a generalization of the entanglement cost of bipartite quantum states to multiparty. We identify a necessary and sufficient condition for any multipartite entangled state to be constructible when quantum communication between the multiple parties is restricted to a network represented by a tree. The condition for exact construction is expressed in terms of the Schmidt ranks of the state defined with respect to edges of the tree. We also study approximate construction and provide a second-order asymptotic analysis.
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1 Introduction

Convertibility between multipartite quantum states by means of local operations and classical operation (LOCC) establishes a hierarchy on entanglement of the quantum states [1]. The convertibility results obtained in the LOCC framework also apply to more general non-LOCC settings, answering resource requirements for certain tasks. For instance, let there be two parties separated by some distance, who are connected by a quantum channel, but otherwise limited to LOCC. The optimal amount of quantum communication to asymptotically construct a shared entangled state equals the entanglement cost [2], since a noiseless qubit channel can be simulated by quantum teleportation with one Bell state besides LOCC.

This scenario generalizes to more parties connected by several quantum channels. The connectivity can be represented by a graph \( G = (V,E) \), where each vertex \( v \in V \) corresponds to a party and edge \( e \in E \) to a channel. The total number of channels is not enough to characterize the network of channels. It amounts to the fact that the topology of the whole graph cannot be determined by the total number of edges. To represent a network connecting \( N \) parties, at least \( N - 1 \) edges are required. A connected graph of the least number of edges is called a tree.

If each channel at \( e \in E \) has a limited capacity, say, of log\(_2\) \( m_e \) qubits, the parties must suitably exploit the limited resources to construct a given state. Each noiseless quantum channel is equivalent to a maximally entangled state of \( m_e \)-level systems, which composes an initial resource state \( |\Phi_{\text{res}}(G)\rangle \). The possibility of the pursued state construction is determined by a generalized notion of bipartite entanglement cost, which we name graph-associated entanglement cost.

We analyze the graph-associated entanglement cost of multipartite pure states under trees to achieve exact and approximate state construction. Our answer to the for-
copies of the target state $\rho^\otimes n$ up to $\epsilon$ in terms of the trace distance. Note that the system size for the initial resource state and the target state is not necessarily the same.

We define variants of graph-associated entanglement cost, namely graph-associated total entanglement cost and graph-associated edge entanglement cost. As $|\Phi_{\text{res}}(G)|$ consists of bipartite maximally entangled states, we can quantify entanglement of $|\Phi_{\text{res}}(G)|$ using ebit, which represents the entanglement entropy of a Bell state. The total amount of entanglement of $|\Phi_{\text{res}}(G)|$ is the sum of the amount of bipartite entanglement at all the edges. The exact (or $(n, \epsilon)$-approximate) graph-associate total entanglement cost is defined for a graph $G$ and an $N$-partite state $\rho$ as the minimum total amount of entanglement of $|\Phi_{\text{res}}(G)|$ from which the exact (or $(n, \epsilon)$-approximate) construction under $G$ for $\rho$ is achievable.

We define graph-associated edge entanglement costs to characterize distributed entanglement properties of multipartite states. There can be several optimal initial resource states minimizing the graph-associated total entanglement cost, and we assign an index $i$ to represent different configurations of the optimal resource states. For a graph $G$ and an $N$-partite state $\rho$, let $|\Phi_{\text{res}}^i(G, \rho)|$ denote the optimal initial resource state with configuration $i$ for the exact construction under $G$ for $\rho$. Then, exact graph-associated edge entanglement cost $E_{\text{GC},i,e}(\rho)$ is defined as the amount of entanglement of the bipartite maximally entangled state prepared at edge $e \in E$ of $|\Phi_{\text{res}}^i(G, \rho)|$. Similarly, $(n, \epsilon)$-approximate graph-associated edge entanglement cost $E_{\text{GC},n,e}(\rho)$ is defined for the $(n, \epsilon)$-approximate construction.

### 3 Graph-Associated Edge Entanglement Costs under Trees

We analyze the graph-associate entanglement costs under a special class of graphs, trees, which represent a network in which all the parties are connected by the smallest number of channels. We assume that target states are pure states, denoted by $|\psi\rangle$, for simplicity. When any edge $e \in E$ on a tree $T$ is deleted, $T$ is divided into two connected components. A reduced state $\rho_e$ of $|\psi\rangle$ with respect to the edge $e$ is defined as the one obtained by tracing out the systems belonging to one of the two components. We obtain the following theorems.

**Theorem 1.** Exact graph-associated entanglement cost: For any tree $T = (V,E)$ and any $N$-partite pure state $|\psi\rangle$, the configuration $i$ for the optimal resource state $|\Phi_{\text{res}}^i(T, \psi)|$ is uniquely determined, and, for each edge $e \in E$, 

$$E_{\text{GC},i,e}^T(\psi) = \log_2 \text{rank} \rho_e.$$ 

**Theorem 2.** $(n, \epsilon)$-approximate graph-associated entanglement cost: For any tree $T = (V,E)$, any $N$-partite pure state $|\psi\rangle$, any $\epsilon, n > 0$, and any configuration $i$ for the optimal resource state of the $(n, \epsilon)$-approximate construction, it holds that 

1. upper bound: For error thresholds at respective edges denoted by $\epsilon'(e) > 0$ for each $e \in E$ satisfying $\sum_{e \in E} 2\epsilon'(e) \leq \epsilon$, 

$$\sum_{e \in E} E_{\text{GC},i,e}^T(\psi) \leq \sum_{e \in E} H_s^{\epsilon'(e)^2/4}(\rho_e^\otimes n),$$ 

where $H_s^{\epsilon'(e)^2/4}$ is the quantum information spectrum entropy defined in Ref. [5].

2. lower bound: For any $\delta, \eta > 0$ and each $e \in E$, 

$$E_{\text{GC},i,e}^T(\psi) \geq H_s^{\epsilon'(e)^2/4 + \eta}(\rho_e^\otimes n) - \delta + \log_2 \eta.$$ 

To prove Theorem 1 and 2, we explicitly provide an optimal algorithm for exact construction, in which $|\psi\rangle$ is constructed in a distributed manner based on a recursive description of $|\psi\rangle$ under trees. Approximate construction of $|\psi|^\otimes n$ can be achieved by exact construction of an approximate state $|\psi'\rangle$ calculated from $\epsilon'$. Our construction algorithms can save the maximum quantum memory space of parties.
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Abstract. We study a generalization of Kitaev’s abelian toric code model defined on CW complexes. In this model qubits are attached to \( n \) dimensional cells and the interaction is given by generalized star and plaquette operators. These are defined in terms of coboundary and boundary maps in the locally finite cellular cochain complex and the cellular chain complex. We find that the set of energy-minimizing ground states and the types of charges carried by certain localized excitations depend only on the proper homotopy type of the CW complex. As an application we show that the homological product of a CSS code with the infinite toric code has excitations with abelian anyonic statistics.

1 Background

Homological quantum codes are a class of CSS codes with stabilizer generators constructed from finite dimensional chain complexes over a finite field and equipped with a distinguished basis. Algebraic topology is a rich source of such chain complexes, the main examples being the simplicial chain complex of a triangulated space and the cellular chain complex of a CW complex. From a purely coding-theoretic point of view, these are interesting because they offer the possibility to construct quantum LDPC codes from spaces with a “bounded local geometry”. The first such example was the toric code introduced by Kitaev [1], which has constant stabilizer weights, \( O(\sqrt{n}) \) distance and constant dimension.

To every CSS code with a given set of stabilizer generators there is a canonically associated Hamiltonian. The interaction terms are \(-1\) times the projections onto the subspaces fixed by each generator, and the ground state space coincides with the code space. Importantly, if the CSS code is constructed from a cellular chain complex, then the interaction terms are local (with respect to the underlying topology), making such codes promising candidates for a potential physical implementation. Additionally, the toric code is known to have another interesting feature, namely it exhibits topological order and has excitations resembling localized charged particles with anyonic statistics.

Ref. [2] introduced the homological product operation for CSS codes, which corresponds to the tensor product of the underlying chain complexes. This in turn is the algebraic counterpart of the cartesian product of topological spaces, but is also defined for abstract chain complexes. Important applications include ref. [3], where it was shown that the tensor product of two random chain complexes gives rise to asymptotically good codes with only \( O(\sqrt{n}) \) stabilizer weights, and ref. [4], where a specific family of product codes is shown to have a phase transition at a finite temperature.

The homological product construction thus seems to have interesting properties both at the level of abstract codes and for the corresponding physical systems with local Hamiltonians. In ref. [3] the following question was posed as one of the open questions: Do homological products of the toric code and some fixed code retain the property of having anyonic excitations? It is this question which served as the main motivation for our work.

2 Results

In order to rigorously formulate the question, we use the language of algebraic quantum field theory, following the similar analysis of the toric code model in refs. [5, 6]. In this framework, it is necessary to consider infinite systems, thus the torus in the toric code is replaced with a plane. It turns out that much of the analysis can be extended to more general spaces with the help of algebraic topology. For this reason, the starting point of our investigation is the following collection of data: 1) a locally finite CW complex \( E \), 2) a finite abelian group \( G \), and 3) a natural number \( n \). The subsystems are described by the Hilbert space \( L^2(G) \), and they live on the set \( E_n \) of \( n \) dimensional cells of \( E \). The interaction terms (equivariantly: stabilizer generators) are defined in terms of the boundaries of \( n + 1 \)-cells (for \( Z \)-type) and coboundaries of \( n - 1 \)-cells (for \( X \)-type). From these data one can construct a \( \mathbb{C}^* \)-algebra \( \mathfrak{A} \) (quasilocal-algebra) together with a derivation encoding the infinitesimal time evolution.

To present the model more precisely, we introduce some notation. For any \( g \in G \) we let \( X^g \) be the unitary acting on \( L^2(G) \) as \( |h\rangle \mapsto |gh\rangle \) and for any \( \chi \in \hat{G} \) we denote \( \chi^X \) as \( |h\rangle \mapsto \chi(h)|h\rangle \). If \( \gamma \) is a formal linear combination of \( n \)-cells with coefficients in \( \hat{G} \) (thought of as an \( n \)-chain), then \( \gamma^X \) denotes the tensor product of the \( Z \)-type operators acting at the appropriate positions. Similarly, if \( \delta \) is a formal linear combination of
n-cells with coefficients in $G$ (a locally finite n-cochain), then $X^\delta$ denotes a product of $X$-type operators. For an $n - 1$-cell $e_\alpha$ and an $n + 1$-cell $e_\beta$ we let

$$A_\alpha = \frac{1}{|G|} \sum_{g \in G} X^{\partial g} (g e_\alpha)$$

$$B_\beta = \frac{1}{|G|} \sum_{\chi \in G} Z^{\partial \chi} (\chi e_\beta),$$

where $\partial$ and $\partial^T$ denote the boundary and coboundary operations, respectively. The Hamiltonian is the sum of $A_\alpha$ and $-B_\beta$ over the $n \pm 1$ cells.

Since for every finite (compact) $E$ the corresponding systems always possess frustration free ground states, it is natural to look for frustration free ground states in the infinite case as well, even though in this case there are also other ground states. We find that these ground states are in bijection with the set of all states on an algebra, which we call the logical algebra. The structure of this algebra is determined by the nth homology and locally finite cohomology groups with coefficients in $\hat{G}$ and $G$, respectively, and the canonical pairing between the two. Moreover, the bijection respects irreducibility, the factor property and quasi-equivalence in both directions (the latter informs us about the possible phases of the system at zero temperature).

Having found these ground states, the next step is to look for endomorphisms which, when composed with a ground state, form states describing localized excitations. By analogy with the infinite toric code, in which case such endomorphisms can be obtained as conjugations with products of $Z(X)$ operators along infinite paths (dual paths), the most general candidates are conjugations with arbitrary products of $Z(X)$ operators on the $n$-cells. Such products can be conveniently encoded as locally finite $n$-chains ($n$-cochains). Clearly, some restrictions need to be made, otherwise the resulting states could have infinite energy, which is unphysical. The appropriate condition turns out to be that the boundary of the locally finite $n$-chain (coboundary of the $n$-cochain) has finite support. If $\gamma_K$ and $\delta_K$ denote the restriction of $\gamma$ and $\delta$ to a finite subset $K$ of $n$-cells (i.e. removing the terms for cells outside $K$), the endomorphism is given by

$$\rho(\gamma, \delta): A \mapsto \lim_{K \rightarrow \mathcal{E}_n} Z^{\gamma_K} X^{\delta_K} A X^{-\delta_K} Z^{-\gamma_K}.$$

Such locally finite chains and cochains can be thought of as representatives of homology and cohomology classes at infinity, i.e. elements of $H_{n-1}^\epsilon(E; \hat{G})$ and $H^n_{\alpha}(E; G)$.

As usual in algebraic field theory, charged sectors are identified with certain equivalence classes of representations of the quasilocal algebra. It turns out that this equivalence class is left unchanged upon choosing a different representative of the (co-)homology classes at infinity in question.

For a partial converse, it is possible to introduce a unitary representation of $H_{n-1}^\epsilon(E; \hat{G}) \times H^n_{\alpha}(E; G)$ in the center of the von Neumann algebra generated by the GNS representation corresponding to these states. If these representations are inequivalent, then the equivalence classes of GNS representations are also different, i.e. these are invariants associated to the states. In many important cases these invariants are able to tell apart different charged sectors. If the GNS representation is $\pi_\omega: \mathbb{A} \rightarrow \mathbb{B}(\mathcal{H})$, then the invariant is defined as

$$P_\omega([d]_\infty, [c]_\infty) := \lim_{K \rightarrow \mathcal{E}_n} \pi_\omega\left(\chi^{\partial^T d + \partial c} Z^{d + \partial c} \chi^{-\partial^T d - \partial c}\right).$$

When $E$ is essentially plane-like (e.g. the main example $E = \mathbb{R}^2 \times F$ with $F$ compact), then it is possible to introduce a canonical braiding on the category of localized endomorphisms. In this case the anyonic charged sectors correspond to elements of $H_{n-1}^\epsilon(F; \hat{G})$ and $H^n_{\alpha}(F; G)$, and the braiding can be expressed via the Kronecker pairing between homology and cohomology classes. In the special case when $F$ is a point and $n = 1$, we recover the results for the toric code, where charged excitations are obtained using half-infinite paths and dual paths. In general, one can take the tensor product of an $n - 1$-cycle ($n - 1$-cocycle) in $F$ with a half-infinite path (dual path), and these give rise to localized (i.e. particle-like) excitations having anyonic statistics.
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Abstract

It has always been a difficult issue in Statistical Mechanics to provide a generic interaction Hamiltonian among the microscopic constituents of a macroscopic system which would give rise to equilibration of the system. One tries to evade this problem by incorporating the so-called $H-\text{theorem}$, according to which, the (macroscopic) system arrives at equilibrium when its entropy becomes maximum over all the accessible micro states. This approach has become quite useful for thermodynamic calculations using the (thermodynamic) equilibrium states of the system. Nevertheless, the original problem has still not been resolved. In the context of resolving this problem it is important to check the validity of thermodynamic concepts – known to be valid for macroscopic systems – in the microscopic world. Quantum thermodynamics is an effort in that direction. As a toy model towards this effort, we look here at the process of thermalization of a two-level quantum system under the action of a Markovian master equation corresponding to memory-less action of a huge heat bath, kept at certain temperature. A two-qubit interaction Hamiltonian ($H_{th}$, say) is then designed – with a single qubit mixed state as the initial state of the bath – which gives rise to thermalisation of the system qubit in the infinite time limit. We then look at the question of equilibration by taking the simplest case of a two-qubit system $A+B$, under some interaction Hamiltonian $H_{int}$ (which is of the form of $H_{th}$) with the individual qubits being under the action of individual heat baths of temperatures $T_1$ and $T_2$. Different equilibrium phases of the two-qubit system are shown to appear – both the qubits or one of them get cooled down.

1 Introduction

Physical systems evolving towards an equilibrium state is a very common phenomenon. The nature of the process, taking any given initial state to a fixed final state, is non-invertible. So if one tries to give a quantum mechanical description of the process, it must be non-unitary. As we know all closed systems in quantum mechanics evolve through unitary operators, non-unitary evolution means a closed system description of equilibration is not possible. This suggests that one should take an open system approach to equilibration. Along this line Popescu et. al [3, 4] came up with the idea that although the whole system is undergoing a unitary process a part of the system can evolve towards equilibrium; the part of the system behaving as an open system. The usefulness of this process lies in the fact that although we get to study the equilibration process which is essentially non-unitary, all the nice structures of unitary dynamics are retained.

In this work [1], we take this approach and start with a known thermalization process: a qubit (system) interacting with a radiation field (bath). The corresponding master equation is called the quantum optical master equation. We devise a unitary process so that the system qubit interacting with another ancilla qubit (bath) evolve in the same way as the solution of the quantum quantum optical master equation. Thus we give an joint unitary description of two qubits where one of them is thermalizing. We then go on to study a chain of qubits with nearest neighbour interaction (which we have taken to be two for simplicity) with each end connected
to a bath and the temperature of the two baths are different. We find that the system no longer behaves like its classical counterpart. Rather different phases of cooling and heating of the qubits are obtained by varying the initial temperature of the baths.

2 Thermalizing Hamiltonian

We start with a known thermalizing process - a qubit interacting with a bosonic bath - described by the quantum optical master equation.

\[
\frac{d\rho}{dt} = \gamma_0 (N + 1) \left( \sigma_- \rho(t) \sigma_+ - \frac{1}{2} \sigma_+ \rho(t) \sigma_- - \frac{1}{2} \rho(t) \sigma_+ \sigma_- \right) + \gamma_0 N \left( \sigma_+ \rho(t) \sigma_- - \frac{1}{2} \sigma_- \rho(t) \sigma_+ \right) - \frac{1}{2} \rho(t) \sigma_- \sigma_+ \right)
\]

(1)

Here, \(N = (\exp \frac{E(\omega)}{k_B T} - 1)^{-1}\) is the Planck distribution. \(k_B\) is the Boltzmann constant, \(T\) is temperature and \(E(\omega)\) is the energy at frequency \(\omega\). \(\gamma_0\) is the spontaneous emission rate of the bath and \(\gamma = \gamma_0 (2N + 1)\) is the total emission rate (including thermally induced emission and absorption processes). Here, \(\gamma\) gives the measure of temperature of bath.

Solving this master equation gives us the evolution of the qubit. Our next step is to simulate this dynamics by appending a single qubit mixed state ancilla to the system qubit in order to find a corresponding 2-qubit unitary. By utilizing the work of G.Narang and Arvind [2], we succeed in doing this. And from this unitary we are able to extract a Hamiltonian. Since this Hamiltonian leads to thermalization of the system qubit, we call it the thermalizing Hamiltonian.

\[
H_{th}(t) = f(t) \left( |\phi^+ \rangle \langle \phi^+ | - |\phi^- \rangle \langle \phi^- | \right)
\]

(2)

where, \(f(t) = \frac{\pm \gamma e^{-\gamma t/2}}{2\sqrt{1-e^{-\gamma t}}}, |\phi^\pm \rangle = \frac{1}{\sqrt{2}}(|00 \rangle \pm |11 \rangle)\)

3 Two-qubit Interaction

Armed with the single qubit thermalizing Hamiltonian we try to extend our analysis to one-dimensional chain of qubits which has heat baths of different temperature at each end. We consider the simplest case of two qubits as shown in the figure.

Here, \(A, B\) are the system qubits and \(A_1, B_1\) are the corresponding ancillae representing respective heat baths. We are interested in the respective thermal behavior of the two system qubits \(A\) and \(B\). The thermalizing hamiltonians \(H_{A_1A}(t)\) and \(H_{BB_1}(t)\) are given by,

\[
H_{A_1A}(t) = a(t) \left( |\phi^+ \rangle \langle \phi^+ | - |\phi^- \rangle \langle \phi^- | \right)
\]

\[
H_{BB_1}(t) = b(t) \left( |\phi^+ \rangle \langle \phi^+ | - |\phi^- \rangle \langle \phi^- | \right)
\]

Where, \(a(t) = \frac{\gamma_1 e^{-\gamma_1 t/2}}{2\sqrt{1-e^{-\gamma_1 t}}}\) and \(b(t) = \frac{\gamma_2 e^{-\gamma_2 t/2}}{2\sqrt{1-e^{-\gamma_2 t}}}\).

For simplicity, we take the interaction hamiltonian \(H_{AB}\) to be of the same functional form as the thermalizing Hamiltonian.

\[
H_{AB}(t) = c(t) \left( |\phi^+ \rangle \langle \phi^+ | - |\phi^- \rangle \langle \phi^- | \right)
\]
where, \( c(t) = \frac{2\gamma_3 e^{-\gamma_3 t/2}}{2\sqrt{1-e^{-\gamma_3 t}}} \)

Now, we can calculate the total Hamiltonian and the time evolution operator. We turn to numerical calculations at this point and plot graphs that indicate whether heating/cooling has taken place for the system qubits A and B. Heating/cooling is decided by comparing the initial temperature of the qubits to their final equilibrium temperatures. Some examples for the plots are shown below (with thermal states as initial states of A, B)

The X and Y axes are the temperature measures of \( B_1 \) and \( A_1 \) respectively. Blue indicates that both qubits have cooled, red indicates that both have heated up and yellow/green indicate that one has cooled while the other has heated up.

4 Conclusions

We have here different phases of the two qubits A and B in the steady state case: (i) both of them may be cooled down to min. possible temperatures, (ii) both of them may be heated, or (iii) one of them gets cooled down and the other one gets heated. But, note that there is never any violation of the second law. Changing the form/strength of the interaction Hamiltonian \( H_{\text{int}}(t) \), we may get to see a completely different equilibrium phases No external source is acting on the two qubits (apart from their respective heat baths) In order to come up with a two-qubit refrigerator (with another qubit system being cooled down) – like in the case of [5] – we should consider a three-qubit system \( A + B + C \) (with a Hamiltonian approach)-starting from an optical master equation for a squeezed thermal bath (say).

The reference to the arxiv version of the main article is given in [1].
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1 Introduction

In order to demonstrate the ability of quantum computing in the near future, an efficient quantum algorithm should be implemented efficiently. In general, a quantum algorithm includes a part to calculate (classical) logic functions corresponding to a problem instance. Thus, an efficient design technique for realization of a (classical) logic function should be very important even for quantum circuits, as pointed out in the literature (e.g., [1]). Therefore, the design methodology of reversible circuits has been studied very extensively in the reversible computation as well as quantum computation research communities.

There are many ways to design a reversible circuit to calculate a Boolean function; one of the most popular ways is to design an initial circuit consisting of Mixed Polarity Multiple-Control Toffoli (MPMCT) gates, and then decompose a large gate (i.e., with the large number of inputs) into elementary gates. In the latter part, there have been proposed many methods dedicated to reversible/quantum circuits.

For the first part, the important task is to find a small Exclusive-or Sum-Of-Products (ESOP) expression for a given Boolean function because we can generate a reversible circuit for a logic function by concatenating an MPMCT gate corresponding to each product term in the ESOP expression (as we will mention later). There are many ESOP-based synthesis methods; in the approaches our essential task is to find a small (with respect to the quantum cost) ESOP expression, which may be a pure classical logic synthesis problem.

Recently, the paper [2] proposed an idea to reduce quantum cost; we add MPMCT gates to change the given functionality so that the modified function has a smaller ESOP expression. However, the paper [2] only shows how to apply the idea to a single output function, and it is unclear how to deal with multiple-output functions. Thus, we propose a new method that can reduce quantum costs of multiple output functions by utilizing the same idea. Our method utilizes a property that we can “copy” a classical logic by using a CNOT gate. Our preliminary experimental results confirm that our new method can reduce quantum cost much more than using only previous method.

2 Reducing Quantum Cost by Adding MPMCT Gates

2.1 Previous Method

In the following, we refer to a blank cell or a cell having the 0 value as 0-value cell in a Kmap. Also, a cell having the 1 value is called 1-value cell. A minterm of a logic function is the combination of all the input variables (negative or positive) when the logic function becomes 1. Thus one minterm can corresponds to an MPMCT gate that has n control bits, which is called an MPMCTn gate in the following. One 1-value cell in a Kmap corresponds to one minterm in a logic function, and a rectangular consisting of 2m 1-value cells corresponds to an MPMCTm gate.

Now let us explain the previous method in [2]. Let a circuit G have qubits, x1, · · · , xn, and calculate a logic function with n variables (x1, · · · , xn) on x_n+1. Suppose we add an MPMCT gate whose (possibly many) control and target bits are some of x1, · · · , xn before and after G. Let the set of control bits of the added MPMCT gate be C and the target bit be x_t. Then, if there is a gate g in G such that the control bits of g is the same as C + {x_t} and the polarities for the control bits of g and the added MPMCT gate are the same except for x_t, we need to change (i.e., invert) the polarity of x_t of g to keep the functionality of the circuit. This means that adding
an MPMCT can change the locations of 0-value cells and 1-value cells in a Kmap for the function realized by \( G \). Therefore, if we add appropriate MPMCT gates, we can modify the given function so that it has a much simpler ESOP forms; the total quantum cost can be reduced. By using this modification, the previous method [2] can design a circuit for a single output function with lower quantum cost.

2.2 Our New Idea: Using CNOT Gates to Copy Classical Logic

The previous method explained in the previous section cannot deal with multiple-output functions efficiently. Here we propose an efficient method to treat multiple-output functions directly. Our idea is to use a CNOT gate to copy a classical logic between multiple outputs.

Let \( G_1 \) be a set of MPMCT gates whose target bits are all \( t_1 \). In other words, \( G_1 \) is a quantum circuit that calculates a Boolean function on \( t_1 \). Let also the Kmap for the function be as shown in Fig. 1. Further let \( G_2 \) be a set of MPMCT gates whose target bits are all \( t_2 \), and the Kmap for the function of \( G_2 \) be as shown in Fig. 2. Then let us consider to design a circuit that calculates the above two functions at the same time, i.e., two-output function. If we add a CNOT gates whose control bit is \( t_1 \) and target bit is \( t_2 \) between \( G_1 \) and \( G_2 \) as shown in Fig. 5, we can "copy" the function of \( G_1 \) at \( t_1 \) into the function of \( G_2 \) at \( t_2 \). This means that the circuit in Fig. 5 calculate the function that is exactly the same as \( G_2 \) at \( t_2 \) because any MPMCT gate-based circuit is self-inverse. In other words, we can consider that the part of the circuit after the CNOT gate in Fig. 5 (i.e., \( G_1 \) and \( G_2 \)) calculates the function whose Kmap is as shown in Fig. 3. Note that if we "copy" the 1-value cells in Fig. 1 to the Kmap as shown in Fig. 2, we get the Kmap as shown in Fig. 3. In conclusion, if the function after the above "copy" is easier to be designed than the function by only \( G_2 \), the total quantum cost of the circuit designed as Fig. 5 becomes smaller than the simple concatenation of \( G_1 \) and \( G_2 \). This is our idea in this paper.

We can copy only part of a circuit. Let \( G_1 \) be divided into two parts, \( G_{1a} \) and \( G_{1b} \). Then, the circuit as shown in Fig. 6 can copy only the functionality of \( G_{1a} \), and thus we need to design a circuit equivalent to \( G_2 \) and \( G_{1a} \) for the function on \( t_2 \) as shown in Fig. 6.

For the circuit as shown in Fig. 5, we can use the previous method [2] to design a circuit for the function realized by \( G_2 \) and \( G_1 \). Namely, we add two MPMCT gates before and after \( G_2 \) and \( G_1a \). By this, the circuit becomes as shown in Fig. 7, and then our final circuit becomes as shown in Fig. 8.

3 Experimental Results and Conclusions

To evaluate our idea presented above, we performed the following experiment. We generated randomly two-output functions with four variables. We have \( 16C_2 = 14,400 \) functions even if we only consider the case when the number of minterms is two. Thus, we tried 10,000 randomly selected two-output functions with four variables having 2 to 7 minterms. For the randomly selected functions, we compared two methods; (1) we applied the previous method to each of the outputs, and combine the results, and (2) we applied our idea to add CNOT gates to copy appropriate partial function from one function to another function before applying the previous method. Then, we confirmed that our proposed method can achieve lower quantum cost for 95% cases, and it can reduce the quantum cost by approximately 12.5% compared to the previous method in average.
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1 Introduction

Recently topological quantum computation [2] has been drawing much attention as one of the promising ways to realize fault-tolerant quantum computation. The topological quantum computation model perform computations by using braiding operations [2]. The most important issue is that any two operations can be performed parallelly when the braiding operations corresponding to the two operations are not physically overlapped [4].

For example, $g_1$ and $g_2$ in Fig. 1(a) can be performed parallelly because these are not overlapped with each other. Thus we can reduce a computational time of a circuit by parallelizing operations. Fig. 1(b) shows the parallelized circuit.

However, the number of combinations of operations to parallelize is enormous. Thus it is difficult to find an optimal way to parallelize a circuit. Therefore, we propose some heuristics to parallelize a circuit, and compare various methods. These heuristics decide sets of operations (computational steps) that can be performed parallelly from the beginning (left-hand side) of a give circuit. An example of a parallelized circuit is shown in Fig. 1(b) where a dotted-line box means a set of computational steps that can be performed parallelly.

In the followings, first, we describe an algorithm that is commonly used in these methods for listing candidates of computational steps that can be performed parallelly. Then, we propose three methods, a greedy method, a probabilistic method to select good computational steps in the listed candidates. Our methods parallelize a whole given circuit by repeating the above two steps (i.e., listing candidates and selecting one from the list.) Finally we report our experimental result which shows that the method based on a cost function and the probabilistic method produced good solutions.

2 Parallelization of a circuit

2.1 Listing candidates of computational steps

Recently, a promising implementation scheme for topological quantum computation has been proposed [2]; the implementation is divided into three parts: initialization part, a large array of only CNOT gates, and the measurement part. Thus it is very important to optimize a circuit consisting of only CNOT gates; we consider to optimize a circuit consisting of only CNOT gates. In the following, the target and the control qubits of gate $g_i$ are denoted by $T(g_i)$ and $C(g_i)$, respectively.

First we introduce a terminology “overlapped.”

Definition 1 A pair of gates $g_i$ and $g_j$ are said to be overlapped if the line between $T(g_i)$ and $C(g_i)$ and the line between $T(g_j)$ and $C(g_j)$ overlap each other. If $g_i$ and $g_j$ are not overlapped, they are said to be non-overlapped with each other.

For example, in the circuit as shown in Fig. 1(a), $g_1$ whose target and control bits are $x_1$ and $x_2$, respectively, and $g_2$ whose target and control bits are $x_3$ and $x_4$, respectively, are non-overlapped, whereas $g_1$ and $g_3$ whose target and control bits are $x_3$ and $x_4$, respectively, are overlapped. This is because two lines between $x_3$ and $x_5$, and between $x_1$ and $x_2$, are not overlapped, but two lines between $x_3$ and $x_5$, and between $x_1$ and $x_2$, overlap each other. The two logical CNOT gates are non-overlapped, the braiding operations for the two CNOT gates can be performed in one logical time step in our model.

We can swap two CNOT gates, $g_i$ and $g_j$, if $C(g_j) \neq T(g_i)$ and $T(g_i) \neq C(g_j)$. We refer this as the swapping rule in this abstract. For example, $g_4$ and $g_7$ in Fig. 1(a) can be swapped. However, $g_1$ and $g_3$ in Fig. 1(a) cannot be swapped because the control qubit of $g_1$ and the target qubit of $g_3$ are the same qubit (i.e., $x_3$).

To explain our method, we also need the following terminology.

Definition 2 When $g_i$ and $g_j$ cannot be swapped by the swapping rule, and there is $g_i$ before $g_j$. We say $g_j$ depends on $g_i$.

For example, $g_3$ depends on $g_1$ in Fig. 1(a) because $C(g_1)$ and $T(g_3)$ are the same. On the other hand, $g_2$ does not depend on $g_1$.

We explain our method to list up candidates of computational steps checking the above two relations (i.e., overlapped and dependence) of gates.

First, we create a directed acyclic graph, $G_D$, which represents the dependence relation between any two CNOT gates in a given circuit. A vertex in $G_D$ corresponds to a CNOT gate, and an edge between two vertices represents the dependence relation between the corresponding two CNOT gates. CNOT gates to be selected as a candidate computational step should be the source vertices in $G_D$. 
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Next, we create the undirected graph, \( G_S \), from the source vertices in \( G_D \). A vertex in \( G_S \) represents a CNOT gate, and an edge between two vertices represents the non-overlapped relation between the corresponding two CNOT gates. It is obvious from our construction of the graphs that two CNOT gates whose corresponding vertices are adjacent to each other in \( G_S \) can be done at the same time. When we select some CNOT gates as a candidate computational step, there should be edges between any pair of all the vertices corresponding to the CNOT gates to be selected. This means that the vertices to be selected should compose a clique of \( G_S \). Accordingly, we have to select a maximal clique in \( G_S \) as a candidate computational step in order to parallelize as many CNOT gates as possible. In our experiment, we utilized Bron-Kerbosch Algorithm [3] to list all maximal cliques in \( G_S \). We consider the set of all these maximal cliques as the candidate of the computational steps to be parallelized.

2.2 Selecting computational steps

In the previous section, we described the method to list candidates of the computational steps to be parallelized. In this section, we explain how we can select one from the candidates. We can find the optimal solution by exhaustive search, which is unrealistic from the viewpoint of the computational complexity. Thus we propose three heuristics to select a possibly good computational steps from these candidates.

First, we describe a greedy method. The greedy method selects the maximum clique of the listed cliques in order to select the computational steps from the candidates. In other words, this is the method that parallelizes as many CNOT gates as possible from the beginning of a circuit.

Next, we describe the method based on a cost function. A cost function quantifies how a current situation is good statically. For our purpose, the cost function corresponds to weighting each of the listed cliques. Based on the cost function, the method selects the clique with the maximum weight. The difficulty for this method is that we still have not been able to find out a good cost function for this purpose: we consider finding a good cost function would be a very difficult problem. Therefore, in our experiment we tried some cost functions and compared those. The result showed that we were able to find out a good solution when we considered the number of vertices that depend on a clique as the cost function value for the clique.

Finally, we describe the probabilistic method. As mentioned above, it is difficult to find out a good cost function. Therefore, we consider to use the method for selecting the good solution probabilistically instead of selecting based on pre-determined fixed cost function. For this purpose, we can use Monte-Carlo tree search [1] as a probabilistic method. Monte-Carlo tree search was proposed in the field of computer Go, and has been used to select the next move in any situation. In the research of computer Go, it has been known to be difficult to evaluate a situation by using a cost function similar to the case of selecting cliques. Therefore, the following idea was proposed: we play the game until the end by randomly (playout) from each candidate move, and select the move having the highest winning rate. However, we cannot get a good solution by simply calculating winning rates. Thus, we assign many playouts to promising moves, and make the search tree grow by expanding moves when the number of playouts exceeds a threshold. By this strategy, it has been known that we are able to efficiently select good moves with high accuracy.

In the above Monte-Carlo tree search, the problem is how to define a promising move. One solution is to define that the value called “UCB1” for a promising move should be the maximum value. UCB1 is a value which is used to solve Multi-armed bandit problem [1].

We can apply Monte-Carlo tree search to our problem of selecting cliques as follows: we consider a move corresponds to selecting a clique, and a winning rate corresponds to the inverse number of the expected value of the number of the total computational steps. The reason why we consider an inverse number is that we want to minimize the number of computational steps for the problem of selecting cliques. Furthermore, we are able to normalize the value to \([0, 1]\) by inverting the number, and thus it is convenient to calculate UCB1.

2.3 Preliminary Experimental Result

We implemented the above three methods, and tried to minimize the computational steps of randomly selected circuits. The comparison results are shown in Table 1.

3 Conclusion

In this abstract, we propose three methods to parallelize a circuit for the reduction of computational steps for topological quantum computation. Our method parallelizes a circuit by repeating two steps; (1) listing the candidates of the computational steps, and (2) selecting the good computational steps from the candidates. Our method based on a cost function produces good results generally in short execution time. On the other hand, the probabilistic method needs more time but produces better results than the method based on a cost function. Thus there is a possibility that a better cost function exists, which means our future work is to find such a cost function. Also we would like to improve the execution time of the probabilistic method.
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Abstract. In this work we make a comparative study between coupled spin-1/2 systems and coupled quantum oscillators when they constitute as the working media of quantum thermodynamic machines. For this purpose, we consider anisotropic 1-D Heisenberg model of interaction between two spin-1/2 systems. Analogous interaction in the case of two oscillators is realized by considering quadratic coupling between positions and momenta of the two oscillators. Interestingly, we point out certain range of parameters for which the efficiency of the coupled oscillators outperform the efficiency obtained from coupled spin systems. With the same interaction, the coupled systems work as refrigerator for a different range of parameters and the coefficient of performance of coupled spins outperform that of the coupled oscillators.

Keywords: Otto cycle, coupled spin-1/2 system, coupled oscillators

1 Introduction

Study of thermodynamics in quantum regime can reveal fundamental features. As for example, the statement of the second law of thermodynamics in the presence of an ancilla [1, 2] or, when the system has coherence [3, 4], has been established in great details from where the classical version of the second law emerges under appropriate limits. Extension of thermodynamics to quantum regime can be approached in different directions such as information-theoretic point of view [5, 6, 7], resource-theoretic aspect [8], work extraction from quantum systems [9, 10, 11], etc. Different models of thermodynamic machines can be considered as useful tools to study in such directions. Such heat devices also help us to understand the behavior of thermodynamic quantities such as work and efficiency with non-classical feature such as entanglement, quantum superposition, squeezing, etc.

2 Results

Coupled systems as quantum heat engines are studied widely in recent past [12, 13, 14, 15, 16, 17]. It has been shown that appropriate coupling can increase the efficiency of the system compared to the uncoupled model [15]. The aim of the present work is to compare the performances of different coupled quantum systems when used as the working medium of a thermodynamic machine. For this purpose, we consider coupled spin-1/2 system and coupled quantum oscillator as working medium of quantum Otto cycle where the coupling in both the cases are taken to be of similar form (e.g. Heisenberg XX or XY interaction). Our findings are listed as follows: (i) we compare the efficiencies in the realm of increasing dimension of the system, (ii) we show that efficiency of a coupled system is bounded (both from above and below) in terms of the efficiencies of its parts (independent modes) when both the independent modes work in the engine mode, (iii) global efficiency decreases when a part of the coupled system works as refrigerator, (iv) for certain range of parameters the efficiency of the coupled oscillators outperforms the efficiency obtained from coupled spin systems, (v) with the same interaction, system work as refrigerator for a different range of parameters and the coefficient of performance of coupled spins outperform that of the coupled oscillators.

2.1 Quantum Otto cycle

Quantum Otto cycles are analogous to the classical Otto cycle, and the latter consists of two isochoric processes.

![Figure 1: Pictorial representation of quantum Otto cycle. The working medium of this cycle is a harmonic oscillator. Stage 1 and Stage 3 are thermalization processes, in which the system exchanges heat with the bath. Stages 2 and 4 correspond to adiabatic processes where frequency of the oscillator changes from \( \omega \) to \( \omega' \) and back by doing certain amount of work.](image-url)

\[^*\]georget@imsc.res.in
\[^†\]manik11ju@gmail.com
\[^‡\]sibasish@imsc.res.in
cesses (work, \( W = 0 \)) and two adiabatic processes (heat \( Q = 0 \)). The system exchanges heat with the bath during the thermalization processes and the work is done when the system undergoes adiabatic process. Work and heat are calculated from the change in mean energies, where mean energy of the system represented by the state \( \rho \) and the Hamiltonian \( H \) is defined as \( \text{Tr}[\rho H] \).

### 2.2 Coupled oscillator and spin-1/2 system

**Coupled oscillator:** Consider two oscillators (labeled as 1 and 2) having same mass and frequency, and the Hamiltonian is given by,

\[
H_{\text{os}} = \frac{p_1^2}{2m} + \frac{p_2^2}{2m} + \frac{m\Omega^2}{2}x_1^2 + \frac{m\Omega^2}{2}x_2^2 + 2\left(\frac{m\Omega^2}{2\lambda_x} x_1 x_2 + \frac{1}{2m\Omega} \lambda_p p_1 p_2\right),
\]  

(1)

where \( \lambda_x \) and \( \lambda_p \) are the coupling strengths with same units as that of \( \Omega \). Under suitable co-ordinate transformation the Hamiltonian reads as,

\[
H_{\text{os}} = \frac{p_A^2}{2M_A} + \frac{M_A\Omega_A^2}{2}x_A^2 + \frac{p_B^2}{2M_B} + \frac{M_B\Omega_B^2}{2}x_B^2
\]  

(2)

\[
\left( c_A^\dagger c_A + \frac{1}{2} \right) \Omega_A + \left( c_B^\dagger c_B + \frac{1}{2} \right) \Omega_B,
\]  

(3)

where \( c_A \) and \( c_B \), where \( k = A, B \), are the creation and annihilation operators for the independent oscillator modes \( A \) and \( B \). Here \( \Omega_A \) and \( \Omega_B \) are eigenmode frequencies and \( M_A \) and \( M_B \) are the effective masses in the new co-ordinate frame. The explicit expressions are given as \( M_{A/B} = \frac{m^2}{(\Omega_{A/B})^2} \). \( \Omega_{A/B} = \sqrt{(\Omega \pm \lambda_p)(\Omega \pm \lambda_x)} \). While this coupled system is used as the working medium of the above said Otto cycle, the total amount of heat absorbed by the system from hot reservoir is given by,

\[
Q = \frac{\omega_A}{2} \left( \coth \left[ \frac{\beta_h \omega_A}{2} \right] - \coth \left[ \frac{\beta_c \omega_A}{2} \right] \right) + \frac{\omega_B}{2} \left( \coth \left[ \frac{\beta_h \omega_B}{2} \right] - \coth \left[ \frac{\beta_c \omega_B}{2} \right] \right) \]  

(4)

The first (second) term \( Q_A \) (\( Q_B \)) denotes the heat absorbed by the system \( A \) (\( B \)). Similarly, the total work is the sum of the work done by the independent systems, \( W = W_A + W_B \), which is given by,

\[
W = \frac{\left( \omega_A - \omega'_A \right)}{2} \left( \coth \left[ \frac{\beta_h \omega_A}{2} \right] - \coth \left[ \frac{\beta_c \omega_A}{2} \right] \right) + \frac{\left( \omega_B - \omega'_B \right)}{2} \left( \coth \left[ \frac{\beta_h \omega_B}{2} \right] - \coth \left[ \frac{\beta_c \omega_B}{2} \right] \right)
\]  

(5)

The efficiency of the individual system is given as \( \eta_k = 1 - \omega'_k/\omega_k \), where \( k = \{A, B\} \). But the actual efficiency of the coupled system is defined as the ratio of total work over the total heat absorbed by the system. So we can write

\[
\eta = \frac{W_A + W_B}{Q_A + Q_B} = \frac{\eta_A Q_A + \eta_B Q_B}{Q_A + Q_B}.
\]  

(6)

When both the systems are working in engine mode (i.e., \( Q_A > 0 \) and \( Q_B > 0 \)), we have,

\[
\min\{\eta_A, \eta_B\} \leq \eta \leq \max\{\eta_A, \eta_B\}.  
\]  

(7)

**Coupled spin-1/2 system:** Consider two spin-1/2 systems coupled via Heisenberg exchange interaction, i.e.,

\[
H^{sp} = B_z (S_i^z \otimes I + I \otimes S_i^z) + 2(J_x S_i^x S_j^x + J_y S_i^y S_j^y),
\]  

(8)

where \( J_x \) and \( J_y \) are the interaction constants along \( x \) and \( y \) directions. Likewise oscillator case, here also the Hamiltonian can be expressed as raising and lowering operators and under suitable coordinate transformations it can be expressed as in terms of two uncoupled spin modes. In the particular case \( \lambda_x = J_x = \lambda_y = J_y = \lambda_z \) (say) (in spin case, the model is known as Heisenberg XX model), the efficiencies of the coupled systems have been compared in Fig.2

\[\text{Figure 2: The two dotted curves show the upper bound (\( \eta_B \)) and lower bound (\( \eta_A \)). The continuous curve represents the efficiency of the coupled oscillator. Efficiency of the coupled spin system is denoted by the dashed curve.} \]

3 Discussion

The coupled spins and coupled oscillators can also work as refrigerators. The refrigeration cycle is same as the cycle described for engine above provided refrigerators absorb heat from cold bath \( Q_c > 0 \) and transfer it into hot bath \( Q_h < 0 \). To transfer heat from the cold bath to the hot bath, work has to be done on the system and hence, we have \( W = Q_h + Q_c < 0 \). The coefficient of
performance (COP) is defined as $\zeta = \frac{Q_c}{|W|}$. Likewise, efficiency, the global COP is bounded by COPs of the subsystems when both the the subsystems work as refrigerators. Interestingly we find that the global COP of the coupled spins is higher than that of the coupled oscillators for small values of $\lambda_J$.

To conclude, we compared the performance of coupled oscillators and coupled spins when they work as a heat engine. We choose suitable co-ordinate transformation to get two independent systems. The global efficiency is bounded by the efficiencies of the independent systems. We have also shown that such bounds exist when the system work as refrigerator. We also point out the range of parameters and form of interaction where the efficiency of the coupled oscillators is higher than that of the coupled spins. For two particular types of interactions, we show that the global COP is higher for coupled spins compared to coupled oscillators, whereas, with the same interaction, coupled oscillators found to be more efficient, when the system work as heat engine. Therefore coupling causes opposite effects in the figure of merits of heat engine and refrigerator.
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Abstract. Harrow, Hassidim, and Lloyd proposed the efficient quantum algorithm (HHL algorithm) for linear equations when the coefficient matrix is sparse and well-conditioned. The HHL algorithm can obtain a quantum state corresponding to the solution of the linear equations. Here we consider linear systems with circulant coefficient matrices and propose a quantum algorithm to obtain a quantum state of the solution. The proposed algorithm does not require Hamiltonian simulation, which is used in the HHL algorithm, because eigenvalues of circulant matrix can be obtained using quantum Fourier transform. The proposed quantum algorithm is roughly quadratically faster than the classical algorithm.
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1 Introduction

Linear equations occur in science and engineering computation applications. There are many algorithms to solve linear equations, e.g., LU factorization and the conjugate gradient method. Harrow, Hassidim and Lloyd proposed a quantum algorithm (HHL algorithm) for linear equations [1]. The HHL algorithm outputs a quantum state $|x⟩ = A^{-1}b$ with $O(\log(N))$ runtime and is exponentially faster than any classical algorithm, where $A$ is a well-conditioned and sparse $N \times N$ matrix. Moreover, the HHL algorithm has some applications [2, 3, 4].

We wish to obtain a quantum state $|x⟩$ for other matrices. We focus on the circulant matrix $C$, which appears in difference solutions of partial differential equations because the eigenvalues of $C$ can be calculated using discrete Fourier transform. Here, we propose a quantum algorithm to obtain $|x⟩ = C^{-1}b$ for a specific case of the circulant matrix. The HHL algorithm obtains the quantum state $|x⟩$ using Hamiltonian simulation [5]. In contrast, the proposed algorithm uses Amplitude Estimation (AE) [6] to obtain the quantum state $|x⟩$. The proposed algorithm is roughly quadratically faster than the classical algorithm [7].

2 Known quantum algorithms

2.1 HHL algorithm

For a well-conditioned and sparse $N \times N$ matrix $A$, the HHL algorithm generates quantum state $|x⟩$ that corresponds to the solution of the linear equations $Ax = b$. The HHL algorithm assumes that we can efficiently prepare a quantum state $|b⟩ = \sum_{j=0}^{N-1} b_j |j⟩$. The HHL algorithm first estimates the eigenvalues $\lambda_j$ of $A$ using phase estimation with Hamiltonian simulation $e^{\lambda_j t}$, which can be implemented in $O(\log(N))$ runtime [5]. Next, the algorithm performs controlled rotation and inverse phase estimation. We obtain a quantum state $\sum_{j=0}^{N-1} \beta_j |u_j⟩ (\sqrt{1 - \frac{1}{\lambda_j}} |0⟩ + \frac{1}{\lambda_j} |1⟩)$, where $|u_j⟩$ is the eigenvector of $A$, $\beta_j = (u_j, b)$, $\Gamma = O(1/\kappa)$, and $\kappa$ is the condition number of $A$. Finally, we measure the ancilla qubit. If we obtain 1, the quantum state becomes $\sum_{j=0}^{N-1} \frac{1}{\lambda_j} \beta_j |u_j⟩ = |x⟩$. If we obtain 0, the algorithm fails. Therefore, we use the Amplitude Amplification (AA) to obtain 1. Here, the total runtime is $O(\log(N) s^2 \kappa^2 / \epsilon)$, where $s$ is the number of nonzero elements per row and $\epsilon$ is the allowable error.

2.2 Amplitude estimation

Let $A$ be a unitary operator used to obtain quantum state $|\psi⟩ = \sum_{k=0}^{N-1} \mu_k |k⟩$ for initial zero state $|0⟩$, i.e., $A|0⟩ = |\psi⟩$. We can estimate $|\mu_j⟩$ by estimating the phase of the eigenvalues of $Q_j = -4S_b A^{-1} S_j$ using a technique that is similar to phase estimation, where $S_j = (I_N - 2|j⟩⟨j|)$ and $I_N$ is the $N \times N$ identity matrix. The eigenvalues of $Q_j$ are given by $e^{\pm 2i\theta_j}$, where $\theta_j$ is a real number such that $\sin(\theta_j) = |\mu_j|$. We prepare $|\psi⟩|0⟩^m$ ($m$ is the number of qubit and is relative to the estimation error) as the input state. If $\theta_j$ can be represented as $\theta_j = \pi z/\sqrt{2}$ for any positive integer $z$, the AE can output the state $|\mu_j, g(\theta_j)⟩ = 1/2 (e^{i\theta_j} |\mu_j⟩ |M(\frac{z}{2})⟩ - e^{-i\theta_j} |\mu_j⟩ |M(1 - \frac{z}{2})⟩)$, where $|\mu_j⟩$ is the eigenvector of $Q_j$ and $M = 2^m$.

2.3 Parallel amplitude estimation

Let $Q$ be an unitary operator $Q = -(I_N \otimes 4S_b A^{-1}) S$, where $S$ is a unitary operator that changes the sign of the amplitude if and only if the first qubits equal the second qubits (i.e., $S|j⟩|j⟩ = -|j⟩|j⟩$ and $S|j⟩|i⟩ = |j⟩|i⟩$).
[j]|i\rangle for j ≠ i). The eigenvalues and the corresponding eigenvectors are given by [j]|\rho_j^{(j)}\rangle and e^{i2\theta_j} for j = 0, 1, . . . , N − 1, respectively. For all j and any positive integer z, if the input state is \( \sum_{j=0}^{N-1} |j|\rho_j^{(j)}0^m \) and \( \theta_j \) can be represented as \( \theta_j = \pi \frac{z}{N} \), the parallel AE can output the state \( \sum_{j=0}^{N-1} |j|\mu_j, g(\theta_j) \).

3 Circulant matrix

The circulant matrix \( C \) has the form:

\[
C = \begin{pmatrix}
c_0 & c_1 & c_2 & \cdots & c_{N-1} \\
c_{N-1} & c_0 & c_1 & \cdots & c_{N-2} \\
c_{N-2} & c_{N-1} & c_0 & \cdots & c_{N-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c_1 & c_2 & c_3 & \cdots & c_0
\end{pmatrix}.
\]

(1)

The eigenvalues \( \lambda_j \) of \( C \) are given by \( \lambda_j = \sum_{k=0}^{N-1} c_k e^{2\pi i j k/N} \).

We can obtain \( \lambda_j \) by applying quantum Fourier transform \( F_N \) to quantum state |c\rangle = \( \sum_{k=0}^{N-1} c_k |k\rangle \). Specifically, \( F_N|c\rangle = \sum_{k=0}^{N-1} (\lambda_k/\sqrt{N}) |k\rangle = \sum_{k=0}^{N-1} \mu_k |k\rangle = |\mu\rangle \), where \( \mu_k = \lambda_k/\sqrt{N} \).

4 Main Algorithm

4.1 Outline

STEP 1 (state preparation):

We assume that |b\rangle and |c\rangle can be prepared efficiently. We prepare the quantum state |b\rangle|c\rangle|0^m||0\rangle_a = \( \sum_{j=0}^{N-1} |\beta_j| |u_j\rangle |c\rangle |0^m||0\rangle_a \), where |u_j\rangle is the eigenvector of the circulant matrix \( C \) and \( \beta_j = \langle u_j | b \rangle \).

STEP 2 (parallel amplitude estimation):

We apply \( F_N^\dagger \) to the first quantum state and \( F_N \) to the second quantum state. Since \( F_N^\dagger |u_j\rangle = |j\rangle \) and \( F_N |c\rangle = |\mu\rangle \), we obtain \( \sum_{j=0}^{N-1} |\beta_j| |j\rangle |\mu\rangle |0^m||0\rangle_a \). Next, we estimate |\mu_j\rangle for each j using parallel AE. Thus, we obtain

\[
\sum_{j=0}^{N-1} |\beta_j| |j\rangle |\mu_j, g(\theta_j)\rangle |0\rangle_a.
\]

(2)

STEP 3 (controlled rotation):

We perform a controlled rotation on the ancilla qubit with the third qubits as a control to obtain the following

\[
\sum_{j=0}^{N-1} |\beta_j| |j\rangle |\mu_j, g(\theta_j)\rangle \left( \sqrt{1 - \frac{\Gamma^2}{|\mu_j|^2}} |0\rangle_a + \frac{\Gamma}{|\mu_j|} |1\rangle_a \right),
\]

(3)

where constant \( \Gamma \) is chosen to satisfy \( |\Gamma/\sin(\pi z/M)| < 1 \).

STEP 4 (inverse parallel amplitude estimation):

We undo the quantum states other than the ancilla qubit, i.e., we perform the inverse of STEP 2 to obtain the following

\[
\sum_{j=0}^{N-1} |\beta_j| |u_j\rangle |c\rangle |0^m\rangle \left( \sqrt{1 - \frac{\Gamma^2}{|\mu_j|^2}} |0\rangle_a + \frac{\Gamma}{|\mu_j|} |1\rangle_a \right).
\]

(4)

STEP 5 (measurement of the ancilla qubit):

We measure the ancilla qubit. If we obtain 1, then we have

\[
\frac{1}{\sqrt{\sum_{k=0}^{N-1} |\beta_k|/|\lambda_k|}} \sum_{j=0}^{N-1} |\beta_j|/|\lambda_j| |u_j\rangle.
\]

(5)

If we obtain 0, then the proposed algorithm fails. Thus, we use AA to obtain 1. If |\lambda_j| = \|j\| for all j, then obtained state (5) becomes |\phi\rangle = C^{-1}|\beta\rangle corresponding to the solution.

4.2 Runtime

In parallel AE, the unitary operator \( Q \) that runs in \( O(\log^2(N)) \) is applied \( M \) times. The parallel AE requires \( M = O(\sqrt{N}/\varepsilon) \) to estimate \( \lambda_j \) within error \( \varepsilon \) due to estimate \( |\mu_j| = |\lambda_j|/\sqrt{N} \). Thus, parallel AE requires \( O(\sqrt{N} \log^2(N)/\varepsilon) \) steps. The probability that we obtain 1 in STEP 5 is \( \Omega(1/\varepsilon^2) \), where \( \varepsilon \) is the condition number of \( C \). Therefore, we require \( O(\kappa) \) repetitions in AA. Thus, the total runtime of the proposed algorithm is as follows:

\[
O(\kappa \sqrt{N} \log^2(N)/\varepsilon).
\]

There is classical algorithm by using fast Fourier transform, which is \( O(N \log(N)) \) when used to solve linear equations \( C\vec{x} = \vec{b} \). Therefore, the proposed algorithm is roughly quadratically faster than the classical algorithm in terms of \( N \) (i.e., the matrix size).

5 Conclusion

We have proposed a quantum algorithm to obtain quantum state |\phi\rangle = C^{-1}|\beta\rangle for the circulant matrix \( C \) with which we can efficiently obtain eigenvalues using quantum Fourier transform. The proposed algorithm uses AE rather than Hamiltonian simulation to estimate eigenvalues. However, there are many constraints on the circulant matrix. Thus, in future, we plan to improve the proposed algorithm to remove such circulant matrix constraints. In addition, we plan to perform error analysis of the obtained quantum state.
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Abstract. In this paper, we present Clifford+T gates based quantum circuit design of integer division having \( n \) ancillary qubits. The proposed quantum circuit is based on restoring division algorithm. The proposed quantum circuit of integer division consists of (i) quantum circuitry of conditional addition operation, (ii) quantum circuitry of integer subtraction. To design ancillary and T-count optimized design of quantum integer division, the optimized quantum circuit design of integer conditional addition operation and integer subtraction are presented. The proposed quantum integer division circuitry has 50% improvement in terms of ancillary qubits, and 90% improvement in terms of T-count compared to the existing design of integer quantum division based on quantum fourier transform.
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1 Proposed Restoring Division Algorithm for Quantum Circuits

The proposed restoring division algorithm for quantum circuits is shown in Table 1. In Table 1, the inputs to be given are: (a) \(|Q_{[0:n-1]}\), \( n \) qubit register in which the dividend is loaded; (b) \(|D_{[0:n-1]}\), \( n \) qubit register in which the divisor is loaded; (c) \(|R_{[0:n-1]}\), \( n \) qubit remainder register which is initiated to 0 at the start. Therefore, for initiating \(|R_{[0:n-1]}\), we require \( n \) number of ancillary qubits. The algorithm has to go through iteration processes. So, from the algorithm, we can see that at the end of \( n \) iterations, we get the quotient at \(|Q_{[0:n-1]}\) and remainder at \(|R_{[0:n-1]}\). The divisor is retained at the output. The quantum circuits that are required for developing the hardware implementation of the proposed restoring division algorithm are (i) Leftshift operation circuitry, (ii) \( n \) qubit quantum subtractor and (iii) Conditional ADD operation circuitry. We observed that we can eliminate the LeftShift operation circuitry by combining \(|R_{[0:n-2]}\) and \(|Q_{[n-1]}\) to form an \( n \) qubit register which is actually equal to performing an left shift operation. By combining the qubits in this way, we do not have to use a separate left shift operation circuitry.

1.1 Design of \( N \) Qubits Quantum Subtractor Module

The subtractor circuitry takes two \( n \) qubit inputs \( a_{[0:n-1]} \) and \( b_{[0:n-1]} \). The input \( a \) is regenerated at the output. The \( n \)-qubit output \( s_{[0:n-1]} \) has the result of the subtraction of \( b \) and \( a \), i.e., \( b - a \). Fig.1 shows the circuit design of \( N \) qubit subtractor based on \( N \) qubit quantum ripple carry adder. The quantum ripple carry adder circuitry proposed in [2] or [3] can be used in developing the quantum subtractor circuitry.

1.2 Design of \( N \) qubit Quantum Conditional Adder Circuitry

The quantum Conditional ADD operation circuitry takes two \( n \) qubit inputs \( a_{[0:n-1]} \) and \( b_{[0:n-1]} \) and also a control qubit. The control qubit controls the operation of the whole circuitry. When the control qubit is low, both the inputs \( a \) and \( b \) are retained at the output. When the control qubit is high, while the input \( a \) is still retained without any changes, the output qubit register \( s_{[0:n-1]} \) has the result of the sum of the qubits \( a \) and \( b \). The complete working circuit of quantum conditional ADD operation circuitry is shown in Fig.2. Although, Fig.2 is just shown for 4 qubit operands, it can easily be extended to any operands sizes.

Figure 1: Circuit design of \( N \) qubits quantum subtractor based on \( N \) qubits quantum ripple carry adder

Figure 2: Circuit design of quantum conditional ADD operation circuitry

*thapliyal@uky.edu
Algorithm 1: Proposed Restoring division algorithm

function Restore \( (Q_{n}, R_{n}, D_{n}) \)
for \( i = 0 \) to \( n - 1 \) do
\( (Q_{\lfloor \frac{n}{2} \rfloor}, R_{\lfloor \frac{n}{2} \rfloor}) = \text{Lshft} (Q_{\lfloor \frac{n}{2} \rfloor}, R_{\lfloor \frac{n}{2} \rfloor}) \);
\( (R_{1}, D_{1}) = (R_{1} - D_{1}) \);  
if \( (R_{1} > 0) \) then
\( Q_{1} = 1 \);
\( R_{1} = R_{1} - D_{1} \);
else
\( Q_{1} = 0 \);
\( R_{1} = R_{1} + D_{1} \);
end if;
end for;
//repeat for n iterations//
return \( R_{n} \);
end function

Table 1: Proposed Restoring division algorithm for quantum circuits

<table>
<thead>
<tr>
<th>( Q_{\lfloor \frac{n}{2} \rfloor} )</th>
<th>( Q_{\lfloor \frac{n}{4} \rfloor} )</th>
<th>( R_{\lfloor \frac{n}{2} \rfloor} )</th>
<th>( R_{\lfloor \frac{n}{4} \rfloor} )</th>
<th>( D_{\lfloor \frac{n}{2} \rfloor} )</th>
<th>( D_{\lfloor \frac{n}{4} \rfloor} )</th>
<th>( S )</th>
<th>( CA )</th>
<th>( Q_{1} )</th>
<th>( Q_{n} )</th>
<th>( R_{n} )</th>
<th>( D_{n} )</th>
</tr>
</thead>
</table>

Figure 3: Quantum restoring integer divider circuitry design for a single iteration

2 Proposed Design for Quantum Restoring Integer Division circuitry

Fig. 3 shows the proposed quantum circuit of restoring division. We now elaborate on how information moves through the circuit.

Step 1. The \( D_{\lfloor \frac{n}{2} \rfloor} \) holds the divisor, \( R_{\lfloor \frac{n}{2} \rfloor} \) initialised to zero, and \( Q_{\lfloor \frac{n}{2} \rfloor} \) holds the dividend.

Step 2. We consider \( Q_{\lfloor \frac{n}{4} \rfloor} \) and \( R_{\lfloor \frac{n}{4} \rfloor} \) as one combined register. This allows us not to use a left shifting circuit. In Fig. 3, \( S \) represents subtractor circuitry and \( CA \) represents conditional adder circuitry.

Step 3. The combined register mentioned above in Step 2, and \( D_{\lfloor \frac{n}{4} \rfloor} \) are given as inputs to the quantum subtractor circuit. Register \( D_{\lfloor \frac{n}{4} \rfloor} \) emerges unchanged. The combined register now holds \( R_{\lfloor \frac{n}{4} \rfloor} \) is the control qubit and the \( R_{\lfloor \frac{n}{4} \rfloor} \) is the target qubit. The target now holds the value of \( R_{\lfloor \frac{n}{2} \rfloor} \) because \( R_{\lfloor \frac{n}{2} \rfloor} \) is always zero throughout the computation.

Step 4. Qubits \( R_{\lfloor \frac{n}{4} \rfloor} \) and \( R_{\lfloor \frac{n}{4} \rfloor} \) are sent to Feynman gate. \( R_{\lfloor \frac{n}{4} \rfloor} \) is the control qubit and the \( R_{\lfloor \frac{n}{4} \rfloor} \) is the target qubit. The target now holds the value of \( R_{\lfloor \frac{n}{4} \rfloor} \) because \( R_{\lfloor \frac{n}{4} \rfloor} \) is always zero throughout the computation.

Step 5. The \( R_{\lfloor \frac{n}{4} \rfloor} \) computed in Step 4 now becomes the control qubit to the conditional ADD circuit. \( R_{\lfloor \frac{n}{4} \rfloor} \) and \( D_{\lfloor \frac{n}{4} \rfloor} \) are the two \( n \) inputs to the conditional ADD operation circuit. The outputs of conditional ADD operation are collected. \( R_{\lfloor \frac{n}{4} \rfloor} \) is complemented.

Step 6. All the above operations constitute the first iteration. The outputs of first iteration will be used as inputs for the next iteration. The order of the output qubits of the first iteration is altered and arranged again as in the Fig. 3. Then these altered qubits are given as inputs qubits to the second iteration.

Step 7. This process continues for \( n \) iterations. The circuit has to go through from steps 1 to 6 each time till it reaches \( n \) iterations.

Step 8. At the end of \( n \) iterations, we have quotient in \( Q_{\lfloor \frac{n}{2} \rfloor} \) remainder in \( R_{\lfloor \frac{n}{2} \rfloor} \) and the divisor is retained. The dividend is not stored in our implementation.

The resources used in the design of the proposed quantum restoring integer division circuitry is presented in Table 2. As shown in Table 2, the proposed design will require \( n \) ancillary qubits during initialization of remainder register.

Table 2: Resource count of proposed division circuitry

<table>
<thead>
<tr>
<th>Designs</th>
<th>Ancillaries</th>
<th>T-count</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n ) Subtractor</td>
<td>0</td>
<td>( n ) * ((14n - 14))</td>
</tr>
<tr>
<td>( n ) conditional ADDER</td>
<td>0</td>
<td>( n ) * ((21n - 14))</td>
</tr>
<tr>
<td>Initial Ancilla qubits</td>
<td>( n )</td>
<td>0</td>
</tr>
<tr>
<td>Total cost</td>
<td>( n )</td>
<td>( 35n^2 - 28n )</td>
</tr>
</tbody>
</table>

Table 3: Comparison of resource count between proposed and existing division circuits

<table>
<thead>
<tr>
<th>Designs</th>
<th>Ancillaries</th>
<th>T-count</th>
</tr>
</thead>
<tbody>
<tr>
<td>existing design [1]</td>
<td>( 2n )</td>
<td>( \approx 400n^2 )</td>
</tr>
<tr>
<td>proposed design</td>
<td>( n )</td>
<td>( 35n^2 - 28n \</td>
</tr>
<tr>
<td>Improvement ratio</td>
<td>50%</td>
<td>( \approx 91% )</td>
</tr>
</tbody>
</table>

3 Comparison

We compared our proposed quantum restoring divider circuitry with the existing design in [1]. We compare the ancillaries and T-count. T-count of the existing quantum circuitry of integer division in [1] is calculated for 3, 4 and 5 qubits and extrapolated for \( n \) qubits. The proposed quantum circuitry of integer division has an improvement ratio of 50% in terms of ancillary qubits, and 91% in terms of T-count compared to [1].
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Abstract. We outline methodology for a universal set of quantum gates for surface acoustic wave (SAW) quantum computations. We use analytical methods to postulate a Hamiltonian which would implement the gates. Numerical parameter sweeps of the time-dependent Schrödinger equation finds the optimal parameters of the Hamiltonian. The two-qubit gates that we find are sqrt(SWAP) gates, either of the form of inter-channel operations or intra-channel operations. The inter-channel operations are needed for the circuit quantum computer models developed in prior SAW works. The intra-channel operations can be used for a novel type of SAW cluster state quantum computations.

1 Extended Abstract

Since the initial breakthroughs and the discovery of the potential power of a quantum computer, almost three decades have been allocated towards exploring problems that might be more efficiently solved on such a machine.\textsuperscript{[1, 2, 5, 4, 15]} Whilst numerous mathematical applications have been found for quantum computers, the experimental successes in carrying out quantum computations have been limited. The difficulty in acquiring long decoherence times, short operational times, fast optimal read-out and scalability has driven the field of experimental quantum computation around the entire spectrum of the subject of physics.\textsuperscript{[6, 7, 1, 8, 2, 9]} In terms of quantum hardware, the quantum computation has to be tailored to the specific qubit used in the manipulations. For example, whilst the spatial quantum evolution of massless particles is essentially non-dispersive, but interactions between particles are weak; the spatial evolution of massive particles is dispersive, but interactions can be strong.

In this work we develop and investigate one of the suggested experimental protocols for realising quantum computations: quantum computations with surface acoustic wave (SAW) qubits. The ideas of a SAW quantum computational protocol is based on electron spin qubits that are carried forward by a surface acoustic wave on the surface of a semiconductor heterojunction.\textsuperscript{[7, 10]} The acoustic wave begins on a 2D electron gas that is incident on 1D quantum wires. In these quantum wires the surface acoustic wave captures and carries single electrons, which become confined to the minima of the SAW. By placing a number of 1D wires parallel on the 2D surface and capturing one electron spin qubit in each wire, it is possible to realise quantum computations. We suggest magnetic gating for the implementation of single qubit rotations and non-magnetic screening gates for inter-channel sqrt(SWAP) two-qubit operations. The SAW based quantum computation model gains significant benefits over other massive qubit models in that it straightforwardly obtains the transport of the qubits, which in other technologies can be problematic. Furthermore, the SAW based systems allow the magnetic and electric gates to be stationary and static on the surface of the heterostructure device.

Presently, neither experimental data nor numerical simulations have been published for the operations needed in electron spin SAW quantum computing. Motivated by the prospect of experimentally implementing these flying qubit quantum computations, we have carried out a thorough numerical investigation of SAW flying electron spin qubit quantum gates. These simulations have allowed us to specify the physical parameters needed in order to implement the suggested two-qubit gates in real physical systems.

Before we present our findings when it comes to the implementation of the SAW two-qubit gates, we spend a few lines on describing the numerical methods used in this protocol.

In order to obtain the results of this paper, the time-dependent Schrödinger equation (TDSE) was solved based on the methods of\textsuperscript{[12]}. We extended the original Staggered Leapfrog method presented in\textsuperscript{[13]} to also include the spin component of the potential of the Hamiltonian and incorporate the spin-dependence in the potential. In terms of the quantum evolution in 1D quantum wires, we effectively remove two dimensions by integrating over them such that the problem reduces to a simulation of one dimension per particle but with altered Hamiltonian parameters. A more detailed overview of the numerical methods for a single particle simulation can be found in our previous work in Ref.\textsuperscript{[14]}.

Whilst the matrix algebra of the quantum evolution — in principle — is straightforward, the dimensionality of a two particle quantum system and the need of a large number of lattice points for a realistic simulation, leads to enormous constraints on the speed of the simulation. However, we have found that owing to the rotational nature of spin qubit quantum evolution, the use of GPU cards can significantly increase the speed of such
computations. By parallelising the Staggered Leapfrog method on GPUs using OpenCL, it has been possible to reduce the computational time by two orders of magnitude, which is crucial for realising parameter scans in realistic computational times. We also deem the numerical GPU adapted methods of this work to be highly valuable for simulations of any similar system and we strongly advocate the use of GPU boosted code in tailoring few-particle quantum Hamiltonians on classical computers.

**Inter-Channel Gates**: The simulations of the proposed inter-channel sqrt(SWAP) operations were successfully implemented. We simulated Hamiltonians created by carefully tuned screening gates on the top of the heterostructure. The electric gates are such that they can bring two separated harmonic potential minima to a mutual minimum and then separate them again. Crucially, the massive wavepacket dispersion is eliminated due to the Gaussian wavepacket nature of the qubits in these potentials. These simulations are crucial in order to get a hint of what the real experimental parameters will have to be.

One way of realising quantum computations in these systems is by allowing a circuit model to be implemented on the set of input qubits that are initialised in the array of 1D quantum wires of the system. However, owing to the 2D nature of the device structure qubits can only directly interact with qubits in neighbouring wires. The limit of the two-qubit interactions to nearest neighbour inter-channel gates significantly limits the speed of the quantum computation. Hence, we suggest the alternative implementation of SAW quantum computing; namely flying qubit cluster state one-way quantum computing. In order to efficiently create cluster states for fault tolerant quantum computing, the SAW system will have to include multiple qubits travelling on successive minima of the SAW in the same wire. This creates a 2D array of qubits. Crucially, the system then requires means of intra-channel two-qubit gates.

**Intra-Channel Gates**: These gates are implemented on two-qubits trapped in successive minima travelling down the same 1D quantum wire. We find that by implementing a stripe Schottky gate, perpendicular to the direction of travel of the qubits, one can alter the Hamiltonian, such that the ground state is perturbed for a short period of time, allowing some tunnelling between the two quantum dot minima that contain the qubits. By carefully tuning the parameters of the confining potential and the stripe gate, it is possible to utilise the spin-dependent difference in the interaction potential of the electron qubits in order to implement a sqrt(SWAP) operation. We calculate the time-dependent Hamiltonian analytically based on a semi-classical model and numerically obtain its form by using density functional theory to self-consistently solve the Poisson equation. In terms of realising the intra-channel sqrt(SWAP) operation, the two potentials are equivalent.

The intra-channel and inter-channel two-qubit gates can then be used to create a cluster state of the $M - 1$ first channels in the semiconductor heterostructure junction. The $M^{th}$ channel is used as the input channel. This channel would remain latent during the first half of the SAW computation (the half during which the cluster state is created) but become live and manipulated in the second half (the half during which the one-way computation takes place).

Experimentally attainable SAWs have typical speeds of around 3000 ms$^{-1}$ and coherence times of about 100 ns. Hence, with gate sizes of about a micron, several hundreds of qubit operations can be carried out within the lifetime of the qubits.

Conclusively, this work presents a toolkit for the implementation of SAW quantum computing with flying electron spin qubits. We show how two types of two-qubit gates can be implemented. The realisations of these gates are simulated by solving the time-evolution of the Schrödinger equation for a Hamiltonian with credible stripe Schottky gate and screening gate potentials found either analytically or by density functional theory. We also suggest how the combination of these two particle gates together with single particle gates can be used in order to realise one-way cluster state computations using the SAW systems.
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Quantum input-output algorithms for quantum systems with limited controllability
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Abstract. We present two algorithms that apply an arbitrary quantum operation on a qubit, which may be continuously evolving according to its own Hamiltonian. The qubit couples to a quantum computer through a fixed interaction Hamiltonian, which can only be switched on and off. The algorithms achieve an input and output operation, i.e., transfer of the qubit state between the qubit and quantum computer. All the steps of the algorithms are described by a closed formula of the input parameters of the algorithm and the interacting unitary between the qubit and quantum computer.
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1 Introduction

Quantum algorithms assume that quantum systems can be controlled, or more precisely, that the necessary operations can be applied on the systems at will, but such high controllability is scarce in actual quantum systems. In contrast, a quantum computer is a quantum system, on which arbitrary quantum operations are possible. One of the main goals of quantum control theory \cite{1,2,3,4} is to identify the means to increase the controllability of a quantum system by coupling it to a quantum computer. Typically, the poorly controllable systems are assumed to evolve continuously according to its self-Hamiltonian.

Occasionally referred to as local control \cite{5,6,7,8,9,10,11,12}, certain parts of a physical system are assumed to be highly controllable or the system can be coupled with a quantum computer. Protocols such as \cite{10,11,12} show that we can transfer the state of the physical system to the quantum computer (output) and return it to the physical systems (input), in principle by local control. Thus, physical systems become fully controllable by this input-output approach because of high controllability of quantum computers. The advantage of this approach is independence on the desired operation to be implemented on the physical system. Hence, once we find methods to realize the input-output operations under limited controllability, we can perform any quantum operations for the physical system.

In this paper, we study means to control a physical system by the input-output approach, for a system coupled with a part of a quantum computer by a single fixed interaction Hamiltonian, for which we can arrange the duration of the coupling. It is generally difficult to construct exact input-output operations on our restrictions as pointed out in \cite{10,11}. Thus, we will present two algorithms for a given coupling which implement approximate input-output operations. The first algorithm is similar to a procedure introduced by \cite{10,11} and requires a larger quantum memory for the quantum computer to perform approximate input-output operations with higher accuracy. The second algorithm requires only a fixed amount of quantum memory with respect to the required accuracy. Finally, we will evaluate the upper bound of the accuracy of the implemented operations of our algorithms in the diamond norm.

2 Setting

We consider a qubit $S$, which evolves according to a fixed time-independent self-Hamiltonian $H_S$. We assume that the quantum computer in contrast to $S$ is able to perform arbitrary quantum operations (CPTP maps and quantum instruments).

We model the coupling between $S$ and the quantum computer by two subsystems, a register system $R$ and an interface system $I$ of the quantum computer. $R$ is the main processing part of the quantum computer consisting of $N$ qubits. The interface system $I$ is one qubit system, which directly couples to $S$ by a single fixed interaction Hamiltonian $H_{\text{int}}$. We assume that we are only allowed to choose between on and off of $H_{\text{int}}$, and that $I$ behaves as a part of the quantum computer, i.e., any unitary operations can be performed on $IR$ when $H_{\text{int}}$ is off. The set of unitary operators $LU_{H_S,H_{\text{int}}}$ describes all the possible operations on the total system.

3 Algorithms

Our two algorithms implement an approximate output operation $T_{\text{out}}^\text{ap}(\xi)$, which satisfies for any state $|\psi_S\rangle_S = a_S |0\rangle_S + b_S |1\rangle_S$ on $S$:

\[
T_{\text{out}}^\text{ap}(\xi) |\psi_S\rangle_S |0\rangle_I |0\rangle_R^\otimes M = |0\rangle_S \otimes (a_S |0\rangle_I + b_S \sqrt{1 - \xi^2} |1\rangle_I) \otimes |0\rangle_R^\otimes M + b_S \xi |1\rangle_S |\psi_{\text{out}}\rangle
\]

with a certain fixed basis on $SIR$, $|\psi_{\text{out}}\rangle$ is a state on $IR$, and $M$ is the number of qubits on $R$. We see that $T_{\text{out}}^\text{opt}(0)$ is the exact output operation when the initial state of $IR$ is $|0\rangle_I |0\rangle_R^\otimes M$. Our algorithms consist of the unitary operator $U_{\text{int}}$ on $SI$ which is generated by $H_{\text{int}}$ and $H_S$ such as $U_{\text{int}} := e^{-iH_{\text{int}}\tau}$ for some fixed duration time $\tau$, where we defined $H_{\text{int}} := H_S \otimes I_S + H_{\text{int}}$. Then, the algorithms have the following properties:
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• Algorithm 1 [10, 11]: Alg. 1 requires sufficiently large N-qubit register system for the approximate output operation, i.e., $\xi$ of Eq. (1) is exponentially close to zero with $N$.

• Algorithm 2: Alg. 2 requires only one qubit register system for the approximate output operation. The quantum circuit representation of Alg. 2 is in Fig. 1.

Figure 1: A quantum circuit representation of the Alg. 2. The first three steps are the same as Alg. 1. Then $W^{(k)}_I$ and $U_{\text{int}}$ are iterated, where $W^{(k)}_I (k = 1, 2, \ldots)$ are unitary operators on $IR$ and depend on $U_{\text{int}}$. Thus, the total operations are in $\bigcup_{N}^{N} H_{S} \cdot H_{\text{int}}$. By Alg. 2, $\xi$ of Eq. (1) is exponentially close to zero with increasing the number of iterations of $W^{(k)}_I$ and $U_{\text{int}}$.

By performing the inverse of our algorithms $(T_M^{\text{out}}(\xi))^\dagger$ for $U_{\text{int}}$ instead of $U_{\text{int}}$, we can construct the approximate input operation in $\bigcup_{N}^{N} H_{S} \cdot H_{\text{int}}$. (One can check that when the initial state of $S$ is $|0\rangle_S$, $(T_M^{\text{out}}(0))^\dagger$ is the exact input operation by applying $(T_M^{\text{out}}(\xi))^\dagger$ on Eq. (1).) Therefore, we obtain the concrete procedures of the realizations of approximate input-output operations in $\bigcup_{N}^{N} H_{S} \cdot H_{\text{int}}$.

Note that our algorithms do not succeed for all $U_{\text{int}}$, and we obtain the set of unitary operators on $SI$ which make the algorithms work. We will refer these unitary operators as exploitable unitary operators.

4 Accuracy of control by approximate input-output operations

We divide operations on the total system $SIR$ into three steps. First, we implement the output operation $T^{\text{out}}_M(\xi_{\text{out}})$ to transfer the state on $S$ to $I$. At the second step, we perform a desired operation on $I$, say $M$, which is always possible by definition. Finally, we perform the input operation $T^{\text{in}}_M(\xi_{\text{in}}) := (T^{\text{out}}_M(\xi_{\text{in}}))^\dagger$ to transfer back the state in $I$ to $S$. We define map $\Phi^{\text{out}}_M \cdot \Phi^{\text{in}}_M$ formed by the above procedure, then we show the following lemma to compare with $M$. The diamond norm is denoted by $\| \cdot \|$.

Lemma 1 For any CPTP map $M$ on $S$, and $0 \leq \xi_{\text{out}}, \xi_{\text{in}} \leq 1$, $\|\Phi^{\text{out}}_M \cdot \Phi^{\text{in}}_M - M\|_\diamond \leq 2 \sqrt{1 - \Xi^2}$ if $\Xi \geq 0$, otherwise if $\Xi < 0$, then $\|\Phi^{\text{out}}_M \cdot \Phi^{\text{in}}_M - M\|_\diamond \leq 2$, where $\Xi := -1 + \sqrt{1 - \xi_{\text{out}}^2} + \sqrt{1 - \xi_{\text{in}}^2} - \xi_{\text{out}} \cdot \xi_{\text{in}}$.

The lemma shows that when $\xi_{\text{out}}, \xi_{\text{in}}$ are close to 0, $\Xi^2 \approx 1 - (\xi_{\text{out}} + \xi_{\text{in}})^2$, hence $\|\Phi^{\text{out}}_M \cdot \Phi^{\text{in}}_M - M\|_\diamond \leq 2(\xi_{\text{out}} + \xi_{\text{in}}) \approx 0$. Therefore, Lem. 1 implies that $T^{\text{in}}_M(\xi_{\text{out}})$ and $T^{\text{out}}_M(\xi_{\text{in}})$ behave as input and output operations, respectively, even when $\xi_{\text{in}}, \xi_{\text{out}}$ are not strictly 0.

5 Conclusion

We have considered controlling a physical system by coupling to a quantum computer, and the coupling is described by time-independent Hamiltonian $H_{\text{int}}$. In these situations, we presented two algorithms for approximate input-output operations under given unitary operator $U_{\text{int}}$ on $SI$, where $U_{\text{int}}$ needs to be an exploitable unitary. Although we have assumed that $U_{\text{int}}$ is generated by time-evolution, we can prepare a unitary operator on $SI$ such as $U_{\text{eff}}^{(n)} = e^{-iH_{\text{int}}t_n}(\prod_{j=1}^{n-1} (IS \otimes u_I^{(j)}) e^{-iH_{\text{int}}t_j})$ for any positive integer $n$, unitary operators $u_I^{(j)}$ on $I$, positive real numbers $t_j$. Then our algorithms apply with $U_{\text{eff}}^{(n)} \in \bigcup_{N}^{N} H_{S} \cdot H_{\text{int}}$ instead of $U_{\text{int}}$. In fact, this technique is sometimes useful to construct an exploitable unitary operator. For example, we suppose that $H_{\text{int}} := \alpha XS \otimes XI$ and $H_{S} := gZS$, where $X, Z$ are Pauli $X$ and $Z$ operators, respectively, and $\alpha, g \in \mathbb{R}$, then we can show that $e^{-iH_{\text{int}} \tau}$ is not exploitable unitary for any $\tau$, but becomes $U_{\text{eff}}^{(2)}$ by the technique.
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Abstract. Different physical implementations of qubits offer advantages in different tasks required by a quantum computer. In hybrid quantum systems, the need arises for an interface between different types of qubits. This research investigates quantum media conversion between electron-spin qubits and photon-polarization qubits through accurate GPU accelerated simulations.
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1 Introduction

Quantum computing and quantum cryptography are the two main areas of interest for the applications of quantum information systems. Currently, there exist no perfect physical qubit implementation which could be used efficiently for all operations involved in quantum-information technologies. Different types of qubits can be used at each step of the quantum computation or quantum communication to optimise the success of each task. For example, electron-spin qubits in a semiconductor material offer straightforward initialization and manipulation of the qubit state since the interactions between particles and an external magnetic field are strong. Strong particle-particle interactions also favour stable and scalable computation as they allow straightforward implementation of two qubit logic gates. Conversely, photon-polarization qubits are advantageous for readout operations and for fast long-distance communication. Qubit coherence over long distances makes photons absolutely necessary for quantum key distribution schemes.

2 Quantum Media Conversion

Due to the hybrid nature of these quantum systems, we investigated methods for interfacing different qubit types and an efficient implementation of quantum media conversion (QMC) between electron-spin qubits and photon-polarization qubits. Certain protocols only require QMC between definite states – mapping a spin-½ system onto a circular polarization state. In this case, the Hilbert space for each qubit has dimension 2 and the mapping of states can be expressed in terms of spin selection rules. This has been the main focus of our research. For truly generalizable QMC hardware, the entire Bloch Sphere must be mapped onto the Poincare Sphere. For the transmission of quantum states over arbitrary distances, several interfaces could be laid out in series leading to a set of quantum repeaters.

A promising approach to the problem of single electron transport are travelling surface acoustic waves (SAWs). In piezoelectric materials such as gallium arsenide, an oscillating stress and strain wave is accompanied by an electric potential modulation of similar waveform. Carefully tuned travelling SAWs can be used to carry single electrons acting as qubits across a GaAs device.

In this research, a model is built in which an electron is taken from a 2D electron gas and carried by a SAW along a 1D channel, where its spin is initialized by an external magnetic field. It is then carried across a lateral p-n junction and is ultimately introduced to a 2D hole gas.
where it recombines with a hole and produces a single photon. By engineering the band structure in the region of recombination to lift any degeneracies in the valence band, the hole gas becomes populated with \(|m_J| = \frac{3}{2}\) holes only. Spin selection rules then dictate the photon circular polarization state from the electron spin state and provide insight on the relationship between the electron spin state and the angle at which the photon was emitted.

### 3 GPU Accelerated Simulations

We model SAW-driven electron transport across our device by solving the time dependent Schrodinger Equation whilst the effective potential of the n-p junction itself it obtained via the density functional theory (DFT) modelling method. The quest for meaningful and stable results leads to a very large number of operations to be carried out by a computer. A two dimensional simulation with \(N_x \times N_y\) lattice points will require a vector of size \((N_x N_y)\), which then scales exponentially with the number of particles simulated.

For simple operations, when each calculation is independent of others, such calculations can be performed in parallel. Modern CPU architectures make use of parallel computing where multi-threaded processors can perform 4 to 32 tasks simultaneously. However, graphics processing units (GPUs) have been optimised to operate at a very high level of parallelism. As of when this paper is being written, modern GPUs contain several thousands of processor cores and can operate on the order of ten billion floating-point operations per second (10 GFLOP/s). We found GPU accelerated computation to be especially useful when simulating electron transport in a 2D or 3D heterostructure.

### 4 Conclusions

SAW-driven single electron transport is simulated by solving the time dependent Schrodinger Equation. Band structure engineering and appropriate selection rules dictate how quantum information is converted from electron-spin qubits to photon-polarization qubits. Accurate simulations are obtained using fast algorithms and GPU acceleration. For more information, please refer to [http://www.sp.phy.cam.ac.uk/research/surface-acoustic-waves-saws](http://www.sp.phy.cam.ac.uk/research/surface-acoustic-waves-saws).

### References


Quantum Multiclass Support Vector Machine with Quantum One
Against All Approach for Big Data Classification

Arit Kumar Bishwas†∗ Ashish Mani‡ Aster Palade§ ‡

1 Department of Information Technology, Amity University Uttar Pradesh, Noida, India
2 Department of EEE, Amity University Uttar Pradesh, Noida, India
3 Faculty of Engineering and Computing, Coventry University, Coventry, UK

Abstract. In this paper, it has been shown that multiclass support vector machine for big data classification can be implemented in logarithm time complexity on a quantum computer. Quantum version of one-against-all approach has been developed to address the quantum SVM multiclass problem statement. With quantum one-against-all approach, there will be k quantum binary support vector machine (SVM) classifiers. The strategy involves training a single quantum binary classifier per class, with the samples of that class as positive samples and all other samples as negatives. Once all the k quantum binary classifiers get trained, all quantum classifiers are applied to an unseen quantum query state to predict the class for which the corresponding classifier reports the highest confidence score. The quantum multiclass SVM with proposed approach exhibits an exponential speed up over its classical counterpart.
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1 Introduction

Support vector machine (SVM) is a very popular binary classifier, however, in recent years the need for multiclass support vector machine has been growing with increase in big data applications. Multiclass SVM classifies vectors into multiple sets with the help of trained oracles[1]. Many approaches have been proposed for constructing multiclass support vector machine with the help of binary SVM and one of the most popular one is one-against-all[2]. Recently, Rebentrost, Mohseni and Lloyd[3], proposed an elegant quantum version of binary support vector machine for big data which works in logarithm time for both training and classification stages, so it has an exponential time complexity improvement over its classical counter part. However, the algorithm in [3] does not support multiclass classification. In our proposed work, we have investigated and developed the multiclass quantum SVM algorithm for big data with one-against-all approach. For the purpose we adopted the technique mentioned in [3] to construct the binary quantum SVM as a base and then lead our investigation for multiclass quantum SVM. We have used quantum version of one-against-all approach. The run time complexity of our proposed multiclass quantum SVM with quantum one-against-all approach has been analyzed. It was found that the algorithm works exponentially faster than the classical version.

2 Multiclass quantum SVM Classification for big data with Quantum One-Against-All Approach

With quantum one-against-all approach, there is one quantum binary support vector machine for each class to separate members of that class from rest of the class members, this results in quantum binary classifiers. At first, we have formulated k quantum binary least square SVM classifiers. Then we apply all the quantum binary classifiers to an unseen quantum query state to predict the class for which the corresponding classifier reports the highest confidence score. The mentioned quantum version of one-against-all approach uses Grover’s search algorithm [4] and finds the highest confidence score with quadratic speed up O(√k) in comparison to the classical version of one-against-all approach, which is O(k). The total runtime of the proposed quantum multiclass SVM has been analyzed as

\[ O(k(\log MN)) + O(\sqrt{k}) \]

where M is the training vectors associated with k quantum binary classifiers and N is the dimension of feature space.

While estimating the total run time of the algorithm, the following error analysis has been carried out. We begin the analysis for single classifier, later we scale to k classifiers. The kernel matrix preparation causes O(log M N) costs. The number of time steps in phase estimation T requires \( O(t_0^2 e^{-1}) \).

Where \((t_0^2)\) is the total evolution time which is determining the phase estimation error and \( \epsilon \) is the maximally error. Combining, we get the run time \( O(t_0^2 e^{-1} O(\log MN)) \). Let\( s \) define a constant \( \epsilon_K \) such that \( \epsilon_K \leq |\lambda| \leq 1 \), also lets define an effective condition number \( \kappa_{eff} = \epsilon_K^{-1} \). Where \( \lambda \) are eigen values and \( \kappa_{eff} \) is used to employ the filtering procedure in phase estimation, referring [5]. By considering the error analysis, and iterating the algorithm for \( O(\kappa_{eff}) \) times for achieving a constant success probability of the post selection step, the total run time is \( O(\kappa_{eff}^3 e^{-3}(\log MN)) \) including the error factor of \( O(\kappa_{eff}^3 e^{-3}) \). Which can be scaled as O (log M N). Nowtherefore, for k classifiers with quantum one-against-all approach it will be considered \( O(k(\log MN)) + O(\sqrt{k}) \).
3 Conclusion

It has been shown that the multiclass support vector machine can be quantum mechanically implemented in logarithm time complexity as compared to the classical counterpart multiclass support vector machine for big data classification, which runs in polynomial time complexity, thus resulting in an exponential speed up. We have analyzed and addressed the quantum multiclass SVM problem with quantum mechanically implemented one-against-all approach, which shows quadratic speed gain as compared to the classical one-against-all approach. In quantum one-against-all approach, we first construct k quantum binary classifiers. Then we construct a quantum query state, which is to be classified. Next, is to classify the quantum query state with all the k quantum binary classifiers. The class, for which the corresponding quantum binary classifier’s probability confidence score is highest, will be considered as predicted class.
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1 Introduction

The TQC (Topological Quantum Computing) model has been receiving a lot of attention because it has proven to be one of the most promising fault-tolerant quantum computation models. In the TQC model, we arrange qubits in a two-dimensional space, and we encode logical qubits by using a surface code for error correction. By adding the time axis, we consider the three-dimensional space to represent calculation steps for the TQC model. In a three-dimensional space, a region of physical qubits measured in a specific basis is called a defect. We prepare a pair of defects to encode one logical qubit. Then, in a TQC model, we can perform a desired calculation by moving defects in the space [1]. This computation model is called topological cluster state computation (TCSC), and computation steps can be represented by defect patterns in the three-dimensional space.

In TCSC, if the two defect patterns are topologically equivalent, the represented two quantum computations by the defect patterns are proven to be the same. We can optimize the space for TCSC by using this property. There have been found various transformations which do not keep the topological equivalence, but still keep computational equivalence [3].

Theoretically, we can optimize the necessary space (or, volume) size for TCSC by applying transformation rules. However, it is not fully automated to find a good order of applying the rules up to today, and it is desirable to have an automated software to do so [2].

The functionality of TCSC does not change when we change the shape of each defect in any way if we keep the topology, e.g., we can bent and/or stretch it in anyway without changing the functionality. Thus, if we consider the exact shape of defects, we may need to consider infinite possibilities of transformations. Thus, in this paper, we propose an efficient way to represent a computation for TCSC; we consider a loop for each defect, and we maintain only the relationship between loops to represent a computation. We formulate the known transformations as changing the relationship of loops by using simple set operations. Accordingly, we can have an automated optimization method based on our formulation.

2 Space Optimization for the TCSC

2.1 Transformation Rules

Here, we denote some useful transformation rules which can be used to reduce the space for TCSC. In our formulation, each defect pattern is represented by a (open or closed) loop. Each braid between two defect patterns is represented by a crossing between the corresponding two loops.

Rule 1. In TCSC, topologically equivalent defect patterns perform the same computation. Therefore we can bent and/or stretch the shape of any loop.

Rule 2. If there are two braids between two defects, they cancel each other. Thus, we can remove even number of crossings between two loops.

Rule 3. If one loop, \(l_i\), crosses only one loop, \(l_j\), we can remove \(l_i\). If \(l_i\) has injection points and/or input/outputs, they move to \(l_j\). This rule is called teleporting. An example is shown in Fig. 1.

Rule 4. If one loop, \(l_i\), which does not have either any injection point nor any input/output, crosses three loops, we can remove \(l_i\). Also we can remove one of the three loops if it does not have either any injection point nor any input/output. This rule can be described as in Fig. 2.

Rule 5. This is similar to Rule 4. If one loop, \(l_i\), that does not have either any injection point nor any input/output crosses two loops, we can remove \(l_i\).
we can remove one of the two loops if it does not have either any injection point nor any input/output. This rule can be described as in Fig. 3.

2.2 Optimization Method

As we mentioned before, topologically equivalent defect patterns perform the equivalent computation. Therefore, there are infinite equivalent defect patterns. Accordingly, our method represents TCSC as a set of loops; we can treat topological equivalent defect patterns as the same set of loops.

We do not need to consider Rule 1 because we consider the whole circuit as a set of loops, and thus we do not need to care the geometry information of each defect, such as size and position.

Our method is stated as follows:

- We find a loop, $l_i$, that does not have either any injection point nor any input/output.
  - If $l_i$ crosses only one loop, we apply Rule 3 to delete $l_i$.
  - If $l_i$ crosses only two loop, we apply Rule 5 to delete loops.
  - If $l_i$ crosses only three loop, we apply Rule 4 to delete loops.

We show an example in the following.

Fig. 4 (a) shows the defect patterns of TCSC for realizing SWAP operation. First, we remove $l_7$ and $l_2$ by Rule 4 to get Fig. 4 (b). Then, we remove $l_6$ and $l_5$ by Rule 5 to get Fig. 4 (c). Finally, we use Rule 5 again to remove $l_8$ and $l_3$; Our optimized circuit is represented by Fig. 4 (d). The circuit indeed swaps the inputs.

3 Preliminary Experimental Results and Conclusion

We implemented the proposed method and performed a preliminary experiment as follows. We first randomly generated 10,000 circuits for each specific case (i.e., the number of qubits, gates, and external inputs/outputs, and injectors). Then, we derived defect patterns from the circuits, and reduced the number of loops by our method. Table 1 shows the numbers of loops of the initial circuit in the fifth column from the left, and the average (over 10,000 circuits) number of loops after our optimization method in the sixth column. The specification of circuits (i.e., the number of qubits, gates, and external inputs/outputs, and injectors) of our randomly generate circuits are given in the first to the fourth columns, in this order. The last column show the average reduction ratios.

From the experimental results, we can observe that the number of loops after our optimization method would be related to the number of primary inputs/outputs and injectors. In our experiment, we confirmed that the order of applying our rules does not affect the final results. In our future work, we would like to study this feature (i.e., the order of applying the rules) further. Also, our future work would be to seek how to reduce the volume of TCSC after reducing the number of loops by our method.
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Abstract. Adiabatic quantum computation (AQC)[1, 2] was proposed by Farhi et al. to quickly solve combinational optimization problems. However, there are only a few applications of AQC and we aim to find more applications. In this study, we demonstrate the implementation of a method of classical optimal decoding in digital communication using AQC. In particular, we consider classical optimal decoding of single parity check codes. Moreover, we reduce the computational complexity and demonstrate the simulation results.
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1 Introduction

Adiabatic quantum computation (AQC) using quantum annealing theory[3] was proposed by Farhi et al. in 2002[1]. It was pointed out that AQC can solve combinational optimization problems faster than classical computation. However, only a few problems are quickly solved by AQC.

In this study, we consider implementing classical optimal decoding of binary linear codes in digital communication by AQC. The computational complexity of classical optimal decoding increases exponentially as the codeword length increases. An efficient calculation algorithm for classical optimal decoding was presented[4]; however, the algorithm could efficiently decode only some codes. In the research of quantum ciphers called Keyed Communication in Quantum noise (KCQ)[5], classical optimal decoding was used to evaluate the performance of KCQ protocols using binary linear codes[6]; however, owing to the high computational complexity of classical optimal decoding, the performance of KCQ protocols could not be evaluated. To solve these problems, we first demonstrate how to implement classical optimal decoding by AQC. In particular, we consider classical optimal decoding of single parity check (SPC) codes that are used in KCQ research[6]. Second, we reduce the computational complexity by devising a step function and demonstrate the numerical results.

2 Adiabatic quantum computation (AQC)

In this section, we introduce AQC based on the references[1, 2]. AQC uses quantum annealing theory[3] and solves combinational optimization problems. In AQC, the Hamiltonian is

\[ H(t) = (1-q(t))H_0 + q(t)H_1, \]

where \( H_0 \) is an initial Hamiltonian whose ground state is trivial, \( H_1 \) is a final Hamiltonian whose ground state corresponds to the solution, and \( q(t) \) is monotone increasing function that satisfies \( q(0) = 0 \) and \( q(1) = 1 \). We control the Hamiltonian \( H(t) \) by varying the function \( q(t) \) from 0 to 1. AQC works by maintaining the quantum state close to the instantaneous ground state of Eq.(1). Finally, we obtain the solution by finding the ground state of \( H_1 \); however, if there is a level crossing, quantum systems cannot keep the quantum state close to the ground state.

3 Classical optimal decoding of binary linear codes

In this study, we use binary phase shift keying (BPSK) signals coded by binary linear codes, and assume that channel noise is an additive white Gaussian noise (AWGN). AWGN is the most common model used in the evaluation of KCQ protocols. To implement classical optimal decoding, we have to find the codeword that has the maximum conditional probability as follows:

\[ P(y|w_i) = \prod_{j=1}^{n} \frac{1}{2\pi\sigma^2} e^{-|y_j - w_{i,j}|^2 / 2\sigma^2}, \]

where \( y(y_1, y_2, \ldots, y_n), y_j \in \mathbb{C} \) is the output, \( n \) is the codeword length, \( w_{i,j} \in \{-A,A\} \) is the amplitude of the BPSK signal, and \( \sigma^2 \) is the variance of noise.

4 Classical optimal decoding by AQC

To implement classical optimal decoding by AQC, we have to construct the Hamiltonian of Eq.(1) in accordance with the problem. First, the \( H_0 \) is constructed as follows:

\[ H_0 = I_{2^n} - |\psi(0)\rangle\langle\psi(0)|, \]

where

\[ |\psi(0)\rangle = \frac{1}{\sqrt{2^n}} \sum_{i=1}^{2^n} |w_i\rangle, \quad |w_i\rangle = \bigotimes_{j=1}^{n} |w_{i,j}\rangle, \]

\[ |w_{i,j} = A\rangle = (1,0)^T, \quad |w_{i,j} = -A\rangle = (0,1)^T, \quad \text{and} \quad I_M \text{ is the } M \times M \text{ identity matrix.} \]

Second, the \( H_1 \) is constructed
so that its eigenvalues express the cost function of the problem. The cost function is Eq.(2) in classical optimal decoding. On finding the codeword \( w \), that maximizes Eq.(2), we can transform Eq.(2) as follows:

\[
P'(y|w) = \sum_{j=1}^{n} (-2Re[y_j]w_{i,j} + w^2_{i,j}).
\]  

The final Hamiltonian \( H_1 \) is constructed based on Eq.(5) and the property of SPC codes that states that no codewords can have an odd number of 1.

\[
H_1 = \sum_{j=1}^{n} \lambda_j - c(n) \bigotimes_{j=1}^{n} (\sigma^z_{i,j} - I_2),
\]

where \( c(n) \) is a penalty function that is determined for the problem, \( \sigma^z_{i,j} \) is the Pauli matrix, and \( \lambda_j \) is

\[
\lambda_j = I_2 \otimes I_2 \otimes \cdots \otimes (-2Ay_{i,j}\sigma^z_{i,j} + A^2\sigma^z_{i,j}^2) \otimes \cdots \otimes I_2.
\]

5 Simulation

We examined the behavior of the eigenvalues of the \( H(t) \) and simulated the behavior of observation probabilities.

5.1 Problem setting

In simulating AQC, for simplicity we set the amplitude \( A = 1 \), the output \( y = \{1, 1, \ldots, 1\} \) and the variance of noise \( \sigma^2 = 1/2 \). We set the penalty function \( c(n) = nA^n \) to increase as the codeword length increased and the amplitude grew. We prepared the step parameter \( t = j/J, (0 \leq j \leq J) \) for simulation, where \( J \) is the number of steps and corresponds to the computational complexity. In this study, we compare the step functions \( q(t) = t \) and \( q(t) = t^3 \).

5.2 Behavior of the eigenvalues of the \( H(t) \)

Fig.1 shows that the behavior of the eigenvalues of Hamiltonian when the codeword length \( n = 4 \). As observed from the lower two lines, these do not cross between \( q(t) = 0 \) and \( q(t) = 1 \) and therefore, we can appropriately implement classical optimal decoding.

5.3 Simulation results

Fig.2 is the simulation result for AQC with each step function \( q(t) \) when the number of steps \( J = 800 \) and \( n = 8 \). Each of the blue lines represents a solution state. When \( J = 800 \), we can obtain the \([11111111]\) state with an observation probability of 99.02% with the step function \( q(t) = t^3 \). On the other hand in AQC with the step function \( q(t) = t \), we obtain the state with an observation probability of 89.58%. To achieve an observation probability of 99% with the step function \( q(t) = t \), we need to implement AQC with \( J \approx 1700 \). From these results, it can be observed that we can obtain a solution with higher probability and reduce the computational complexity for classical optimal decoding by using our proposed step function \( q(t) = t^3 \).

6 Conclusion

We considered implementing classical optimal decoding of SPC codes by AQC. First, we demonstrated that classical optimal decoding is apparently implemented by using Hamiltonian proposed in this study. Second, we can obtain the solution state vector with higher probability and lower number of steps than the conventional step function \( q(t) = t \) by using the cubic step function. In the future, we aim to consider the implementation of classical optimal decoding with other codes by AQC.
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1 Introduction

In order to demonstrate the ability of quantum computing in the near future, an efficient quantum algorithm should be implemented. Since most of known quantum algorithms include Boolean components, an efficient design technique for realization of a Boolean function is very crucial even for quantum circuits.

There are many ways to design a reversible circuit to realize a Boolean function; one of most popular ways is to generate an initial circuit consisting of Mixed Polarity Multiple-Control Toffoli (MPMCT) gates [1], [2] based on a small Exclusive-or Sum-Of-Products (ESOP) expression [3] and then decompose a large gate (i.e., with the large number of inputs) into elementary gates. Once an initial circuit is obtained, further post-optimization techniques such as library-based, transformation-based and template-based optimization method can be applied [5].

This paper describes a technique to reduce the quantum cost by changing the functionality of a Boolean function, represented as ESOP. This technique is of particular interest since it is one of few in the literature ([i.e., [4]]), that presents a way in which ESOP expressions can be manipulated to reduce the quantum cost of the corresponding circuit. The idea presented in [4] cannot be simply applied to large practical functions. Thus, in this paper, we propose a heuristic technique to utilize the idea. Our proposed method finds small ESOP expressions for the given function. Then, it will find a good pair of product terms in the ESOP expression so that we can reduce the quantum cost by applying the idea of [4] to the two terms.

We expect that our approach may produce a better quantum cost reduction than existing method, and indeed our experimental results confirm this expectation.

2 Preliminaries

2.1 Quantum cost

For evaluating the performance of the quantum circuit synthesis, the most basic thing to do is to calculate the quantum cost. The quantum cost of a reversible circuit is the number of primitive quantum gates needed to implement the circuit. Primitive quantum gates are elementary gates that are consist of two bits or less, such as CNOT gates, NOT gates and control-V gates. Each elementary gates are considered to have a unit cost.

2.2 Realizing Boolean function with MPMCT Gates

A minterm of a Boolean function is the combination of all the input variables (negative or positive) when the Boolean function becomes one. In the following, an MPMCT$_n$ gate means an MPMCT gate that has $n$ control bits.

To realize an $n$-input Boolean function with $k$ minterms by a reversible circuit, one possible way is to put $k$ MPMCT$_n$ gates such that (1) each MPMCT$_n$ gate corresponds to each minterm of the function, and (2) the polarity of each control bit for an MPMCT gate corresponds to each variable’s polarity in the corresponding minterm. In other words, if $x_i$ or $\overline{x}_i$ appears in a minterm, the corresponding control bit is positive or negative, respectively. In this construction, the target bit of all the MPMCT$_n$ gates is the same as the qubit where we want to realize the function.

For instance, Table 1 shows a 4-input Boolean function with 4 minterms, and the circuit in Fig. 1 realizes the function: $x_2 \cdot x_4 \cdot \overline{x}_7 \cdot \overline{x}_8 \oplus x_2 \cdot x_7 \cdot \overline{x}_5 \cdot \overline{x}_7 \oplus x_1 \cdot x_5 \cdot \overline{x}_6 \cdot \overline{x}_7$. For example, the left most gate in Fig. 1 corresponds to $x_2 \cdot x_4 \cdot \overline{x}_7 \cdot \overline{x}_8$; the control bits for $x_2$ and $x_4$ are in the positive polarities denoted by black circles, and $x_1$ and $x_5$ are in the negative polarities denoted by white circles.

3 Better ESOP-based Implementation

3.1 Previous work

It has been shown in [4] that we can modify a given specification in order to obtain a better ESOP-based implementation, and then modifies the result to get back to the originally desired specification/function. This justified us a way/approach in which ESOP expressions can be manipulated to reduce the quantum cost of the corresponding circuit. However, the method in [4] cannot deal with a large function. Motivated by this, this paper proposes an iterative heuristic approach to reduce the quantum cost of a large function.

3.2 Proposed Method

The idea behind our method that we first generate a smaller versions of ESOP to the whole functions. We group the product terms in the obtained ESOP by two,
and then apply the concept to each group of two product terms. This involves adding MPMCT gates to the initial quantum circuit as shown in Fig. 3.

Let us take the example of circuit shown in Fig. 1 and group the gates into two groups as shown in Fig. 2. For the first group (two gates from the left, gate A and B), if we insert an MPMCT gate whose negative control bit is $x_4$ and the target bit is $x_3$ (i.e., a CNOT gate) before $G'$ as shown in Fig. 4, the inserted CNOT gate (the control bit is $x_4$ and the target bit $x_3$) inverts the value of $x_3$ when $x_4 = 0$. See Fig. 5. This means that the gate changes the input state $(0110) = x_1, x_2, x_3, x_4$ to $x_1, x_2, x_3, x_4'$. Thus the two MPMCT gates (A and B) can be merged into one new MPMCT gate as shown in Fig. 6.

Similarly, for the second group (two gates from right, gate C and D), if we insert an MPMCT gate whose positive control bit is $x_4$ and the target bit is $x_3$ (i.e., CNOT gate) before $G'$, the inserted CNOT gate (the control bit is $x_4$ and the target bit $x_3$) inverts the value of $x_3$ when $x_4 = 1$. See Fig. 7. and Fig. 8. Thus the gate changes the input state $(1001) = x_1, x_2, x_3, x_4$ to $x_1, x_2, x_3, x_4'$. Therefore the two MPMCT gates (C and D) can be merged into one MPMCT gate as shown in Fig. 9.

Further, we would like to note that after applying the CNOT gate in Fig. 3, the resulting states of the qubits after the circuit are not exactly the same as the ones of the desired circuit because we changed the functionality of $x_3$ by inserting the MPMCT gate. Therefore, we insert the same MPMCT gate after $G'$ at the end of the circuit as shown in Fig. 10.

Finally gates A, B, C and D in the circuit as shown in Fig. 1 can be merged into two gates as shown in Fig. 10. After applying the same MPMCT gate at the end of circuit in Fig. 10, the functionality of the resulting circuit is exactly the same as the original circuit in Fig. 1. The original quantum cost for Fig. 1 is 112 but now is reduced to 30.

Here is a table showing the comparison of original and proposed quantum costs for different circuits:

<table>
<thead>
<tr>
<th>Function</th>
<th>Original Cost</th>
<th>This Work (Proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>z4m</td>
<td>573</td>
<td>513</td>
</tr>
<tr>
<td>9symm</td>
<td>3,429</td>
<td>1,563</td>
</tr>
<tr>
<td>alu2</td>
<td>13,011</td>
<td>10,248</td>
</tr>
<tr>
<td>alu4</td>
<td>496,980</td>
<td>38,3312</td>
</tr>
<tr>
<td>cordic</td>
<td>27,580,332</td>
<td>20,283,129</td>
</tr>
</tbody>
</table>

4 Experimental Results and Conclusions

To evaluate an ESOP-based synthesis method, we use the program called as ABC. We can minimize ESOP forms by ABC, and so we used the program as a base method; we calculate the original quantum cost based on the minimized ESOP forms by ABC. We applied our algorithm to various benchmark circuits and compared our results with the original cost. The outcome of the comparison (see Table 2) clearly shows that the proposed method can reduce quantum cost.

From the results, we can observe that our proposed method not only has the ability to produce a smaller ESOP expression for the modified specification but also can reach the result with much lower quantum cost. Obviously our future work is to improve the resulting quantum cost of other circuits.
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Abstract. Whether the Boltzmann entropy is equal to the thermodynamic entropy has been one of the central issue since the beginning of statistical mechanics. Today, it is believed that the thermodynamic entropy \(S_{TD}\) is equal to a function \(\tilde{S}_{TD}\) that is defined by regularizing the Boltzmann entropy in order to ensure extensivity. However, it is not known whether \(\tilde{S}_{TD}\) completely determines the possibility of the macroscopic adiabatic transformation in the same way as \(S_{TD}\) does. In this paper, by formulating possibility of the macroscopic adiabatic transformations in terms of “coarse-graining” of quantum operations, we prove that \(\tilde{S}_{TD}\) provides a necessary and sufficient condition for possibility of a macroscopic adiabatic transformation.
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1 Introduction

How the thermodynamic entropy \(S_{TD}\) is related to the Boltzmann entropy \(S_B\) has been one of the central issue since the beginning of statistical mechanics. Today, it is believed that the thermodynamic entropy \(S_{TD}\) is equal to the following regularized Boltzmann entropy \(\tilde{S}_{TD}\), which is defined in terms of the Boltzmann entropy \(S_B\) and is extensive by definition [1]:

\[
\tilde{S}_{TD}[U,V,N] := \lim_{X \to \infty} \frac{S_B[U,X,V,X,N,X]}{X},
\]

where \(U, V\) and \(N\), denoting the internal energy, the volume and the number of particles, respectively. However, it is not known whether \(\tilde{S}_{TD}\) completely determines possibility and impossibility of a macroscopic adiabatic transformation in the same way as \(S_{TD}\). As stated by the second law of thermodynamics, the thermodynamic entropy \(S_{TD}\) satisfies the following statement [2]:

\[
(U,V,N) \prec_{aq} (U',V',N) \iff S_{TD}[U,V,N] \leq S_{TD}[U',V',N].
\]

where \((U,V,N) \prec_{aq} (U',V',N)\) means “an adiabatic transformation from \((U,V,N)\) to \((U',V',N)\) is possible”.

In statistical mechanics field, many researches [3–5] have demonstrated the “only if” part of (2) for \(S_{TD}[U,V,N]\) by adopting certain formulations of “adiabatic operations”, while leaving the “if” part unproven. On the other hand, recent approaches from quantum information theory [6–15] have succeeded in deriving detailed thermodynamic relations, which characterize possibility and impossibility of quantum state transformations by a set of restricted operations. In their approaches, however, conditions for possibility of state transformations are represented by not only the macroscopic parameters, but also the microscopic parameters such as the fluctuation in microcanonical state. This is in contrast to (2), which is represented only by macroscopic parameters.

In this paper, we propose a coarse-graining approach to try the “if” part in (2), and show that \(\tilde{S}_{TD}\) provides a necessary and sufficient condition for possibility of a macroscopic adiabatic transformation, i.e., a macroscopic state transformation by adiabatic operations. First, we pdefine the possibility of macroscopic adiabatic transformations, based on a “coarse-graining” of possibility of quantum state transformations by unital operations. Second, we prove that the magnitude relation of \(\tilde{S}_{TD}\) provides a necessary and sufficient condition for possibility of a macroscopic adiabatic transformation.

2 Preliminaries

In this section, we clarify basic concepts of thermodynamics and statistical mechanics. See e.g. [1, 2] for details.

In thermodynamics, an equilibrium state is represented by values of a set of macroscopic physical quantities such as \((U,V,N)\). In this abstract, we consider cases where all these physical quantities are extensive, and where the quantities include the internal energy, i.e., we represent the equilibrium state as \(\vec{a} := (U,a_1,...,a_L)\).

As the second law of thermodynamics, the thermodynamic entropy \(S_{TD}\) completely determines possibility and impossibility of a macroscopic adiabatic transformation: \(\vec{a} \prec_{aq} \vec{a}' \iff S_{TD}[\vec{a}] \leq S_{TD}[\vec{a}']\), where \(\vec{a} \prec_{aq} \vec{a}'\) to represent the statement that “an adiabatic transformation from \(\vec{a}\) to \(\vec{a}'\) is possible”.

Let us introduce the statistical mechanical counterpart for the thermodynamic equilibrium \(\vec{a}\). Since we are concerning a macroscopic limit, we describe a physical system by a Hilbert space \(H(X)\) depending on a scaling parameter \(X\). The macroscopic limit is defined as the limit of \(X \to \infty\). We assume that \(X\) takes values in a set \(\mathcal{X} = \mathbb{N}\) or \(\mathcal{X} = \mathbb{R}^+\). For each \(X \in \mathcal{X}\) and \(l = 0,\cdots,L\), we denote the set of the Hermite operators on \(H(X)\) as \(A^{(X)} := (A^{(X)}(1),\cdots,A^{(X)}(L))\). Then, the micro-
canonical state corresponding to an equilibrium state \( \vec{a} \) is defined by \( \vec{a}(X) := \frac{\Phi(X)}{D(X)} \) where \( \Phi(X) \) and \( D(X) \) are the projection and the dimension of the following \( \mathcal{H}_{\vec{a},\delta_X} \), which is a subspace of \( \mathcal{H}(X) \):

\[
\mathcal{H}_{\vec{a},\delta_X} := \text{span} \left\{ |\psi\rangle \in \mathcal{H}(X) \mid \exists \lambda[l] \in [X(a[l] - \delta_X), X(a[l]) + \delta_X) \text{ s.t. } A^{(X[l])} |\psi\rangle = \lambda[l] |\psi\rangle \text{ for } 0 \leq l \leq L \right\}.
\] (3)

The parameter \( \delta_X \) is a positive function of \( X \), which represents the negligible fluctuation of macroscopic quantities. Since we are normalizing macroscopic observables as (5), it is natural to assume that \( \lim_{X \to \infty} \delta_X = 0 \).

Next, we introduce the regularized Boltzmann entropy. When the limit \( \bar{S}_{TD} \) exists, we call it the regularized Boltzmann entropy:

\[
\bar{S}_{TD}[\vec{a}] := \lim_{X \to \infty} \frac{1}{X} \log D(\vec{a})
\] (4)

Here, \( D(\vec{a}) \) is the dimension of the following \( \mathcal{H}(\vec{a}) \):

\[
\mathcal{H}(\vec{a}) := \text{span} \left\{ |\psi\rangle \in \mathcal{H}(X) \mid \exists \lambda[l] \leq X a[l], \text{ s.t. } A^{(X[l])} |\psi\rangle = \lambda[l] |\psi\rangle \text{ for } 0 \leq l \leq L \right\},
\] (5)

With concrete calculations, it has been shown that there exists the limit \( \bar{S}_{TD} \) in many physical systems, e.g., gases of particles with natural potentials including the van der Waars potential [1].

3 Formulation of Possibility of Macroscopic Adiabatic Transformations

We propose a definition of the possibility of a macroscopic state transformation, by “coarse-graining” the possibility of the quantum state transformation which can be considered as a quantum mechanical counterpart of the adiabatic transformation. We employ the unital CPTP map \( \mathcal{E}(\vec{1}) = \vec{1} \) as the quantum state transformation, because a unital map does not decrease the von Neumann entropy of an arbitrary quantum state [16], i.e., \( S(\mathcal{E}(\rho)) \geq S(\rho) \) for all \( \rho \in \mathcal{S}(\mathcal{H}) \). Because this feature is similar to the adiabatic transformation in thermodynamics, many researches have treated the unital operation as a quantum counterpart of the adiabatic transformation in thermodynamics [5,12,13].

Now, we give the possibility of a macroscopic adiabatic transformation. The basic idea is as follows;

**Basic Idea 1** Suppose a microcanonical state \( \pi_{\vec{a},\delta_X}^{(X)} \) is transformed by a quantum operation \( \mathcal{E} \) to another microcanonical state \( \pi_{\vec{a}',\delta_X'}^{(X)} \). From a macroscopic point of view, we observe that an equilibrium state \( \vec{a} \) is transformed to another equilibrium state \( \vec{a}' \), for any \( \delta_X \) and \( \delta_X' \) within the range of “macroscopically negligible fluctuations”. Therefore, we could say that an equilibrium state \( \vec{a} \) can be transformed to another equilibrium state \( \vec{a}' \) if, for any macroscopically negligible \( \delta_X \) and a \( \delta_X' \), a state \( \pi_{\vec{a},\delta_X}^{(X)} \) can be transformed to \( \pi_{\vec{a}',\delta_X'}^{(X)} \).

We translate the above idea into a strict definition;

**Definition 1** We define \( \vec{a} \sim_{\vec{a}'} \vec{a}'' \) as follows; For any \( \{\delta_X \} \in X \), there exists \( \{\delta_X' \} \in X \) and a set \( \{\mathcal{E}_X \} \in X \) such that

\[
\lim_{n \to \infty} \left\| \mathcal{E}_X(\pi_{\vec{a},\delta_X}^{(X)}) - \pi_{\vec{a}',\delta_X'}^{(X)} \right\| = 0,
\] (6)

and \( \mathcal{E}_X \) is a unital CPTP map on \( \mathcal{S}(H^X) \) for all \( X \in X \). Here, \( \| \rho - \sigma \| \) is the trace distance.

4 Main Results

**Theorem 2** When the regularized Boltzmann entropy \( \bar{S}_{TD} \) exists, the following holds for arbitrary \( \vec{a} \) and \( \vec{a}' \):

\[
\bar{S}_{TD}[\vec{a}] \leq \bar{S}_{TD}[\vec{a}'] \iff \vec{a} \sim_{\vec{a}'} \vec{a}''.
\] (7)

Theorem 2 states that \( \bar{S}_{TD} \) provides a necessary and sufficient condition for possibility of a macroscopic adiabatic transformation in the same way as \( S_{TD} \) does.

Our results shows that the regularized Boltzmann entropy \( \bar{S}_{TD} \) gives a total ordered structure of macroscopic adiabatic transformation, just as thermodynamic entropy \( S_{TD} \). We emphasize that our results do not depend on any microscopic parameters, including \( \delta_X \) that we have introduced to define the generalized microcanonical state \( \pi_{\vec{a},\delta_X}^{(X)} \). This is in contrast to Ref. [14], and other previous approaches from quantum information theory [6–13, 15], in which convertibility of states is characterized by functions that depends on microscopic parameters.
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Abstract. We present a theory of quantum optical feedback from a single-photon quantum-dot (QD) emitter embedded in a microcavity in the strong-coupling limit \cite{1} with optical feedback from a distant mirror (external cavity) \cite{2}.
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1 Introduction

The basic phenomenon for quantum information processing network relies on preserving the coherence exchange between atomic excitations and photonic state. Nowadays, the network technologies for optical quantum device relied on the pure interaction at the single particle level and it requires photon source that can reproduce highly indistinguishable single photons. Recently, the advances in designing semiconductor devices allows fabricating such devices that meet the requirement. A single quantum dot (QD) embedded in a microcavities create high-purity single photon with high brightness with the enhancement of the cavity. Additionally, by adding quantum feedback of this system can be driven to a target state via external control of the target state by a modification of the repumping strength. The single photon emitter has been shown to stabilize the exchange between the quantum states and improve qubit control based on the repeated action of a sensor-controller-actuator loop.

Here, We discuss a theory of quantum optical feedback from a single-photon quantum-dot (QD) emitter embedded in a microcavity in the strong-coupling limit \cite{1} with optical feedback from a distant mirror (external cavity) \cite{2}. Furthermore, we expand our study for single excitation state to two-excitation state within the external cavity system, we study the photon statistics of the device and compare it to a single photon emitter without feedback. Our proposed quantum feedback control scheme shows a potential route to improve the purity of the single photon source.

2 Model

The system consists of a microcavity with a QD coupled to a single-cavity mode (see Fig. 1). An external mirror is placed in front of the single photon emitter at distance, \( L = \frac{c\tau}{2} \), to introduce coherent feedback into the microcavity. The Hamiltonian within the rotating-wave and dipole approximations is given in \cite{3}:

\[
\hat{H} = -\gamma(a\dagger a + a a\dagger) - \int_0^{\infty} |G(k, t)|a\dagger dk + G^*(k, t)da|dk|
\]

Thus, the system can be describe with superposition of three orthogonal basis for single excitation:

\[
|\Psi\rangle = c_e |e, 0, 0\rangle + c_g |g, 1, 0\rangle + \int c_{gk} |g, 0, k\rangle dk
\]

Projecting the time-dependent Schrödinger equation \((\hbar \frac{\partial}{\partial t} |\Psi\rangle = \hat{H} |\Psi\rangle)\), the three rate equations for single excitation are written:

\[
\frac{\partial c_e}{\partial t} = i\gamma c_g
\]

\[
\frac{\partial c_g}{\partial t} = i\gamma c_e + i \int c_{g,k}G(k, t)dk
\]

\[
\frac{\partial c_{g,k}}{\partial t} = ic_gG^*(k, t)
\]

Here, \(c_e\) is the population of the excited state, \(c_g\) is the population of the ground state, and \(c_{g,k}\) is the population of the excitation at frequency \(k\).

![Figure 1: Experimental scheme.](image1)

Thus, the photon density inside the cavity \(c_g(t)|^2\) with feedback (red) and without quantum feedback (black). The spectrum of the output photon \(c_{g,k}(t)|^2\) with external feedback (red) and without quantum feedback (black).
Next, we study the two-excitation states in our system. A general time-dependent wavefunction for two-excitation state is thus represented by superposition of each state parameter:

$$|\Psi\rangle = c_{ec} |e, 1, 0\rangle + \int c_{ek} |e, 0, k\rangle dk + c_{ec} |g, 2, 0\rangle + \int c_{ek} |g, 1, k\rangle dk + \int \int c_{kk'} |g, 0, \{k, k'\}\rangle dk dk'$$

Following the similar process for single excitation case, we obtain five equations of motion for the various amplitudes:

$$\frac{\partial c_{ec}}{\partial t} = i\gamma c_{ec} + i \int c_{ek} G(k,t) dk$$
$$\frac{\partial c_{ek}}{\partial t} = i\gamma c_{ek} + ic_{ec} G^*(k,t)$$
$$\frac{\partial c_{ec}}{\partial t} = i\gamma c_{ec} + i \int c_{ek} G(k,t) dk$$
$$\frac{\partial c_{ek}}{\partial t} = i\gamma c_{ek} + i \int c_{kk'} G(k',t) dk' + ic_{ec} G^*(k,t)$$
$$\frac{\partial c_{kk'}}{\partial t} = ic_{k'k} G^*(k,t)$$

Figure 3: Time evolution of the probabilities of five states

3 Result and Conclusion

While Fig. 3 shows the dynamics of each state it is more interesting to study the photon statistics due to their coherent nature. Assuming that the probability of emission of photons is proportional to the square of the state coefficient and independent from the different mode in the external cavity (green and orange), we can see such setup may emit single photon between 0 and $\tau$ which are from only one photon in the external cavity, for a photon from these states, $g^{(2)}(t,0) = 0$ for a single photon source.

$$g^{(2)}(t,\tau) = \frac{\langle I(t)I(t+\tau)\rangle}{\langle I(t)\rangle \langle I(t+\tau)\rangle}$$

The dynamic of the photon statistics can also be characterized by an experimental observable quantity, $g^{(2)}(t,\tau)$, the second-order coherence of the excitation light source in a typical HBT setup (inset of Fig. 4(a)). The correlation function at times detector 1 and 2 can be used to characterize the photon statistics.

The value of $g^{(2)}(t,0)$ can be used to categorize the quantum nature of the light: thermal if $g^{(2)}(t,0) = 2$, coherent if $g^{(2)}(t,0) = 1$, or squeezed if $g^{(2)}(t,0) = 0.2$. In the following, we consider $g(2)(t,0)$ as is measured in the HBT experiment. We define $g^{(2)}(t,\tau)$ as that associated with photons in the microcavity $g^{(2)}_{EC}(t,\tau)$ as that associated with photons in the external cavity $g^{(2)}_e(t,\tau)$.

$$g^{(2)}_{e}(t,0) = \frac{\langle a^\dagger a \langle a^\dagger a \rangle \rangle}{\langle a^\dagger a \rangle^2} = \frac{|c_{ec}(t)|^2}{|c_{ec}(t)|^2 + |c_{ec}(t)|^2 + |c_{ec}(t)|^2}$$
$$g^{(2)}_{EC}(t,0) = \frac{\langle d^\dagger_k d_k \langle d^\dagger_k d_k \rangle \rangle}{\langle d^\dagger_k d_k \rangle^2} = \frac{|c_{kk'}(t)|^2}{|c_{ek}(t)|^2 + |c_{ek}(t)|^2 + |c_{kk'}(t)|^2}$$

Here, we use our previous result in Fig. 3 to compute $g^{(2)}(t,\tau)$ shown in Fig.4(b) and compare with a continuous single photon source in Fig. 4(a).

![Diagram](image1)

Figure 4: (a) The second order coherence function, $g^{(2)}(t,0)$, for continuous single photon source and (b) $g^{(2)}(t,0)$ for micro cavity photon (red) and an external cavity photon (blue).

In conclusion, we performed a QED simulation of a single-photon emitter in a microcavity with time-delayed optical feedback. The model extends the exact analytical solutions of the single excitation case [2] to the two-excitation. Our results establish a future framework for the theoretical description of feedback control in the quantum limit of a quantum dot/microcavity coherent feedback system. Such a scheme shows enhanced oscillation. Our result also shows generating highly purity and indistinguishable single photons that are desirable for quantum network and large scale photonic quantum computers.
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Abstract. Einstein-Podolsky-Rosen (EPR) steering is a quantum phenomenon associated with the ability of spatially separated observers to steer—by means of local measurements—the assemblage, i.e., the set of conditional quantum states accessible by a distant party. Inspired by the studies of Bell-nonlocality, we introduce the concept of steering fraction, which quantifies the extent to which a given assemblage violates a steering inequality. We then use this to establish (1) a sufficient condition for the superactivation of steering and (2) an upper bound on the maximal quantum violation of steering inequality achievable by arbitrary finite-dimensional maximally entangled state.
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From the famous Einstein-Podolsky-Rosen (EPR) paradox [1] to Bell’s seminal discovery [2], quantum theory has never failed to surprise us with its plethora of intriguing phenomena and mind-boggling applications [3–4]. Among those who made the bizarre nature of quantum theory evident was Schrödinger, who not only coined the term “entanglement”, but also pointed out that quantum theory allows for steering [5]: through the act of local measurements on one-half of an entangled state, a party can remotely steer the set of (conditional) quantum states accessible by the other party.

Taking a quantum information perspective, the demonstration of steering can be viewed as the verification of entanglement involving an untrusted party [6]. Imagine that two parties Alice and Bob share some quantum states and Alice’s wants to convince Bob that the shared state is entangled, but Bob doesn’t trust her. If Alice can convince Bob the shared state indeed exhibits EPR steering, then Bob would believe that they share entanglement, as the latter is a prerequisite for steering. Note, however, shared entanglement is generally insufficient to guarantee steerability. Interestingly, steerability is actually a necessary but generally insufficient condition for the demonstration of Bell-nonlocality. Hence, steering represents a form of quantum inseparability that is intermediate between entanglement and Bell-nonlocality.

Apart from entanglement verification in a partially-trusted scenario, steering has also found applications in the distribution of secret keys in partially trusted scenario [7]. From a resource perspective, the steerability of a quantum state \(\rho\), i.e., the extent to which a quantum state can exhibit steering turns out to provide also an indication for the usefulness of \(\rho\) in other quantum information processing tasks. For instance, steerability as quantified by steering robustness [8] is monotonously related to the probability of success in the problem of subchannel discrimination when one is restricted to local measurements aided by one-way communications. The quantification of steerability is thus of relevance also in quantum information.

In this work, inspired by the nonlocality fraction introduced by Cavalcanti et al. [9], we introduce a quantifier for steerability dubbed steering fraction, which is particularly suited for the studies of steerability in relation to an arbitrary but fixed steering inequality [10, 11] or steering functional. To this end, consider an assemblage (of unnormalized) conditional quantum states

\[ \sigma = \{\sigma_x^a\} = \{\text{tr}_A(\rho(E_{a|x} \otimes \mathbb{I}))\} \]

and a steering functional \(F = \{F_x^a\} [11]\), where \(\mathbb{I} = \{E_{a|x}\}\) is the set of positive-operator-valued measure (POVM) elements implemented by Alice on the shared state \(\rho\), \(I\) is the identity operating acting on Bob’s Hilbert space, and \(\text{tr}_A\) is the partial trace over Alice’s Hilbert space. We define the corresponding steering fraction as:

\[ \Gamma_\sigma(\sigma, F) = \frac{1}{B_C(F)} \sum_{x,a} \text{tr}(F_x^a \sigma_x^a), \]

where \(B_C(F) = \sup_{\sigma \in \mathcal{L}_\sigma} \sum_{x,a} \text{tr}(F_x^a \sigma_x^a)\) is the supremum of the steering functional \(F\) over the set \(\mathcal{L}_\sigma\) of all assemblages describable by local hidden-state model [8, 11]. In this form, the steerability of an assemblage \(\sigma\) (and hence of the underlying state \(\rho\) giving rise to this assemblage) for the given steering functional \(F\) is evident: the assemblage \(\sigma\) violates the steering inequality corresponding to \(F\) if and only if \(\Gamma_\sigma(\sigma, F) > 1\). From here, let us also define—for any given state \(\rho\) and and steering functional \(F\)—the largest steering violation corresponding to \(F\) as

\[ LV_\rho(F) = \sup_{\sigma} \Gamma_\sigma(\sigma(\rho, \mathbb{E}), F), \]

where \(\sigma(\rho, \mathbb{E})\) is understood as the assemblage induced by the state \(\rho\) and the set of POVMs \(\mathbb{E}\). Essentially, this is just the largest steering fraction attainable by \(\rho\) with respect to the steering inequality \(F\). This can be computed by maximizing Eq. (2) over Alice’s POVMs, and hence the corresponding assemblages via Eq. (1).
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As any quantum experiments necessarily involves repeated measurements over many copies of the quantum state \( \rho \), a natural question that arises in this context is the steerability of \( \rho \) compared with multiple copies of \( \rho \), i.e., \( \rho^{\otimes k} \) with \( k > 1 \). In particular, an interesting question that one may ask is whether there exists \( \rho \) which is non-steerable (and hence does not violate any steering inequality), but which becomes steerable if we allow joint measurements on sufficiently many copies of the same state. Following the terminology introduced by Palazuelos [12] in the context of Bell-nonlocality, we say that a quantum state \( \rho \) can be superactivated if it has the aforementioned property, namely, that \( \rho \) is non-steerable (and hence describable by a local-hidden-state model), but \( \rho^{\otimes k} \) is steerable for some \( k > 1 \). The superactivation of \( \rho \) for EPR-steering can be rephrased as:

\[
LV_\rho(F) \leq 1 \quad \forall F, \tag{4a}
\]

\[
\Gamma_s(\sigma(\rho^{\otimes k}, \mathcal{E}), F') > 1 \quad \text{for some } k, \mathcal{E} \text{ and } F'. \tag{4b}
\]

That superactivation is possible for Bell-nonlocality was first demonstrated by Palazuelos [12] using the isotropic state in \( \mathbb{C}^8 \otimes \mathbb{C}^8 \) in conjunction with the so-called Khot-Vishnoi (KV) game [13] [14] \( G_{KV} \). Their result was soon generalized by Calvacanti et al. [9] to show that all entangled isotropic states that are Bell-local can be superactivated. Since there exist entangled isotropic states that are non-steerable, and as mentioned above, a quantum state that is Bell-nonlocal must also exhibit steering, we know that there must also be entangled isotropic states whose steerability can be superactivated. Indeed, our calculations show that for any state \( \rho \) acting on \( \mathbb{C}^d \otimes \mathbb{C}^d \), one can find a collection of POVM \( \tilde{E}^{(k)} = \{ F_{\text{Alice}}^{(k)} \} \) acting on \( \mathbb{C}^d \) (Alice’s side) and a steering functional \( \tilde{F}_{KV} \) induced by \( G_{KV} \) such that:

\[
\Gamma_s(\sigma(\rho^{\otimes k}, \tilde{E}^{(k)}), \tilde{F}_{KV}) \geq C \frac{\log d}{\log |d|}, \tag{5}
\]

where \( F_{\text{max}}(\rho) \) is the fully entangled fraction [15] [16] of the state \( \rho \). This implies that for any state that is non-steerable but with \( F_{\text{max}}(\rho) > \frac{1}{2} \) (such as those entangled but non-steerable isotropic states) must exhibit superactivation of EPR steering via the steering functional \( F_{KV} \). More generally, we establish the following result:

**Theorem 1** Given a state \( \rho \) acting on \( \mathbb{C}^d \otimes \mathbb{C}^d \) and a steering functional \( F = \{ F_x \geq 0 \} \). A sufficient condition for \( \rho \) to be \( \log d \)-copy \( \tilde{F} \)-steerable (from Alice to Bob) is:

\[
F_{\text{max}}(\rho) > \left[ \frac{1}{LV_{\text{MIE}}(F)} \right]^\frac{1}{2}. \tag{6}
\]

Here \( \tilde{F} \) is a steering functional induced by \( F \) through the operation of twirling and \( LV_{\text{MIE}}(F) \) is the largest violation (Eq. [3]) of maximally entangled pure states in \( \mathbb{C}^d \otimes \mathbb{C}^d \), such as \( |\Phi_d\rangle = \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1} |i\rangle |i\rangle \), with respect to \( F \).

Notice that in the sufficient condition given above, the right-hand-side is phrased in terms of the property of a \( d \)-dimensional maximally entangled state, such as \( |\Phi_d\rangle \), which illustrates once again the importance of the maximally entangled state as a benchmark for quantum information task. Apart from its own interest, Theorem 1 together with a simple physical argument imply the following estimate for \( LV_{\text{MIE}}(F) \), where \( \pi \) indicates only projective POVMs are considered:

\[
LV_{\text{MIE}}(F) \leq \frac{d^2}{H_d + H_{ad} - d}. \tag{7}
\]

Note that the upper bound is less than \( \frac{d}{\log d} \), which is the current finest upper bound for the largest Bell violation of maximally entangled states under projective measurements [17]. Let us stress the generality of the above corollary: it holds for arbitrary dimension \( d \) and arbitrary steering functional that involves only positive semidefinite operators. This upper bound is better than Proposition 2.17 derived recently in [11] by a factor \( \frac{1}{\log d} \).
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Abstract. According to Bell’s theorem, quantum systems exhibit stronger correlations than classical systems described by local hidden variables. In standard Bell scenarios, the local hidden variable is shared between all observers; consequently, the set of local correlations is convex. Convexity also holds for the quantum set when sharing a multipartite state between all observers. In quantum networks however, resources have a distribution restricted according to a specific topology; the resulting local and quantum sets are particularly difficult to characterize. Considering the simplest cyclic quantum network, the triangle, we devise a method to sample a three-dimensional slice of local and quantum sets.
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Bell’s theorem characterizes the scenarios where all observers have access to the same resource. Consider, for example, an experiment with three observers, who we name Alice, Bob and Charlie. The measurement settings corresponding to these observers are written \( x, y, \) and \( z \), while the measurement outcomes are written \( a, b, \) and \( c \). We write the joint probability distribution \( P(abc|xyz) \) of observing outcomes \( (a, b, c) \) for the choice \( (x, y, z) \) of measurement settings, where outcomes and settings are taken from finite sets. Correlations are local if they can be written:

\[
P(abc|xyz) = \int_{\Lambda} d\lambda \rho_{\Lambda}(\lambda) P_A(a|x\lambda) P_B(b|y\lambda) P_C(c|z\lambda),
\]

for suitable local response probabilities \( P_A, P_B, P_C \) and a local hidden variable \( \lambda \) taken from the set \( \Lambda \) with distribution \( \rho_{\Lambda} \). With a suitable enumeration of coefficients, the distribution \( P(abc|xyz) \) can be written as a vector \( \vec{P} \in \mathbb{R}^n \) where \( n \) is the product of the number of outcomes and settings.

Let \( L \subset \mathbb{R}^n \) the set of all \( \vec{P} \) obeying (1). It is known that \( L \) is convex; specifically, \( L \) is a polytope formed by the convex hull of a finite number of vertices [1, 2]; alternatively, the polytope can be converted to be represented as the intersection of half-spaces, defining the Bell inequalities [3] relevant to the scenario.

On the other hand, correlations are quantum if they can be written:

\[
P(abc|xyz) = \text{tr} \left[ \left( M^A_{a|x} \otimes M^B_{b|y} \otimes M^C_{c|z} \right) \rho_{ABC} \right],
\]

for suitable POVMs \( \{ M^A_{a|x} \}, \{ M^B_{b|y} \}, \{ M^C_{c|z} \} \) and a density matrix \( \rho_{ABC} \). The quantum set is convex as well and can be approximated by semidefinite relaxations using the NPA hierarchy [4]; we write \( Q \subset \mathbb{R}^n \) the set of all \( \vec{P} \) obeying (2).

Many algorithms exist to describe the boundary of the local set, and, for visualization purposes, the NPA hierarchy converges sufficiently well. However, when restricting the distribution of local hidden variables and states according to the topology of a network, the problem is much harder.

Figure 1: Three observers sharing bipartite resources \( \alpha, \beta, \gamma \).

1 Sets of 3-local/3-quantum correlations

Let us now consider a network formed by three sources and three observers, as in Figure 1. To simplify the problem, we assume the observers always
perform the same measurement, whose outcomes are binary \(a, b, c = 0, 1\).

When the sources are represented by local hidden variables, the resulting set of correlations is given by:

\[
P(abc) = \int_{\Lambda_a} \cdots \int_{\Lambda_m} \frac{d\beta}{\beta} \int_{\Lambda_\beta} \frac{d\gamma}{\gamma} \rho_{\gamma}(\alpha)\rho_{\beta}(\beta)\rho_{\alpha}(\gamma) \cdot P_A(a|\beta\gamma)P_B(b|\gamma\alpha)P_C(c|\alpha\beta).
\]

(3)

This set, which we write \(L_3\), is known not to be convex [5, 6], and the characterization of its boundary is not known apart from some entropic inequalities [6, 7].

To help in characterizing the set of those correlations, we will consider the subspace of symmetric correlations \(S = \{P(abc) = P(acb) = P(bca)\} \subset \mathbb{R}^8\).

The subspace \(S\) can be represented in a three-dimensional plot, as normalization shows that:

\[
P(000) + 3P(001) + 3P(011) + P(111) = 1.
\]

(4)

The symmetric correlations \(P_{\text{single}}, P_e, P_{\#}\) are already studied [8]:

<table>
<thead>
<tr>
<th>(P_{\text{single}})</th>
<th>(P(000))</th>
<th>(P(001))</th>
<th>(P(011))</th>
<th>(P(111))</th>
<th>3-local</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_{\text{single}})</td>
<td>0</td>
<td>1/3</td>
<td>0</td>
<td>0</td>
<td>?</td>
</tr>
<tr>
<td>(P_e)</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>no</td>
</tr>
<tr>
<td>(P_{#})</td>
<td>0</td>
<td>1/6</td>
<td>1/6</td>
<td>0</td>
<td>yes</td>
</tr>
</tbody>
</table>

(5)

### Sampling the 3-local correlations.

We plot some of the established inequalities in that scenario [8, 9], along with point cloud samples taken at random in \(S \cap L_3\) using the following method. We draw the cardinality \(m\) of the sets \(\Lambda\) at random between 2 and 15. We then take \(\Lambda_\alpha = \Lambda_\beta = \Lambda_\gamma = \{1, \ldots, m\}\), and draw a random discrete distribution \(P_\alpha(\alpha)\). We also draw a random response function \(P_\Lambda(a|\beta\gamma)\). We reuse the distribution \(P_\alpha\) for \(P_\beta, P_\gamma\) as well, and the response function \(P_\Lambda\) for \(P_B\) and \(P_C\). This guarantees that the resulting correlations are symmetric:

\[
P(abc) = \sum_{\alpha, \beta, \gamma=1}^m P_\alpha(\alpha)P_\beta(\beta)P_\gamma(\gamma) \cdot P_\Lambda(a|\beta\gamma)P_B(b|\gamma\alpha)P_C(c|\alpha\beta).
\]

(6)

We then repeat the process a sufficient number of times to populate \(S \cap L_3\).

### Sampling the 3-quantum correlations.

We follow the same reasoning for 3-quantum correlations, where no state is shared by the three observers, only bipartite states \(\rho_{AB}, \rho_{BC}, \rho_{CA}\). To start with, we draw a random qubit state \(\rho_{AB}\), along with a random POVM element \(M_0^{AA}\) corresponding to the outcome \(a = 0\). The same state is reused for \(\rho_{BC}, \rho_{CA}\), and the same POVM element for \(M_0^{BB}, M_0^{CC}\). The resulting correlations are written:

\[
P(abc) = \text{tr}\left[(\rho_{AB} \otimes \rho_{BC} \otimes \rho_{CA}) \cdot (M_0^{AA} \otimes M_0^{BB} \otimes M_0^{CC})\right],
\]

(7)

where the tensor product ordering is specified by the indices.
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