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In quantum information theory, it is important to study the properties of the function
Eq(π, s), which will be defined in the below, appearing in the lower bound with respect to the
random coding in the reliability function for general quantum states. In classical information
theory [1], the random coding exponent Ecr(R), the lower bound of the reliability function, is
defined by

Ecr(R) = max
p,s

[−sR+Ec(p, s)] .

As for the function Ec(p, s), it is well-known the following properties [1].

(a) Ec(p, 0) = 0.

(b) ∂Ec(p,s)
∂s |s=0 = I(X;Y ), where I(X;Y ) presents the classical mutual information.

(c) Ec(p, s) > 0 (0 < s ≤ 1). Ec(p, s) < 0 (−1 < s ≤ 0).

(d) ∂Ec(p,s)
∂s > 0, (−1 < s ≤ 1).

(e) ∂2Ec(p,s)
∂s2 ≤ 0, (−1 < s ≤ 1).

In quantum case, the corresponding properties to (a),(b),(c) and (d) have been shown in
[3, 5]. Also the concavity of the function Eq(π, s) is shown in the case when the signal states are
pure [4], and when the expurgation method is adopted [5]. However, for general signal states,
the concavity of the function Eq(π, s) which corresponds to (e) in the above has remained as an
open question [3, 5].

The reliability function of classical-quantum channel is defined by

E(R) ≡ − lim inf
n→∞

1

n
logPe(2

nR, n), 0 < R < C, (1)

where C is a classical-quantum capacity, R is a transmission rate R =
log2 M
n (n and M represent

the number of the code words (or dimension of the Hilbert spaces) in input system and output
system, respectively), Pe(M,n) can be taken any minimal error probabilities of minW ,X P̄ (W ,X)
or minW,X Pmax(W,X). These error probabilities are defined by

P̄ (W,X) =
1

M

MX
j=1

Pj(W ,X),

Pmax(W,X) = max
1≤j≤M

Pj(W,X),



where
Pj(W,X) = 1− TrSwjXj

is the usual error probability associated with the positive operator valued measurement X =
{Xj} satisfying

PM
j=1Xj ≤ I. Here we note Swj represents the density operator corresponding

to the code word wj choosen from the code(blook) W =
©
w1, w2, · · · , wMª. For details, see

[2, 3, 5].
The lower bound for the quantum reliability function defined in Eq.(1), when we use random

coding, is given by
E(R) ≥ Eqr (R) ≡ max

π
sup

0<s≤1
[Eq (π, s)− sR] ,

where π = {π1,π2, · · · , πa} is a priori probability distribution satisfying
Pa
i=1 πi = 1 and

Eq (π, s) = − logG(s),

G(s) = Tr
£
A(s)1+s

¤
,

A(s) =
aX
i=1

πiS
1

1+s

i ,

where each Si is density operator which corresponds to the output state of the classical-quantum
channel i → Si from the set of the input alphabet A = {1, 2, · · · , a} to the set of the output
quantum states in the Hilbert space H. Then we have the following.

Proposition 0.1 For any real number s (−1 < s ≤ 1), density operators Si(i = 1, · · · , a) and
a priori probability π = {πi}ai=1, if the inequalityÃ
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1
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holds, then the function

Eq (π, s) = − log

Tr


Ã
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is concave in s.
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